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ABSTRACT  

Introduction: The COVID-19 outbreak has nearly brought the globe to a standstill, and it has 

had both immediate and long-term effects on mental health university’s students. The current study 

aims to forecast changes in a few mental health indicators, including depression anxiety, social 

dysfunction, and loss of confidence among Palestinian medical students. Methods: The 300 students 

completed a General Health Questionnaire (GHQ) with a score of 15 or above. Afterward, the survey 

data was analyzed and sanitized. The survey data was examined, and a comparative prediction of the 

probabilistic changes of the mental health variables was carried out using common deep and machine 

learning techniques, such as deep Artificial Neural Network (DNN), Support Vector Machine 

(SVM), and Random Forest (RF). Results: The findings of these algorithms were reviewed using 

four commonly used statistical indicators to provide a better comparison between real and predicted 

data in terms of Coefficient of Determination (R2), Mean Squared Error (MSE), Root Mean Squared 

Error (RMSE), and Mean Absolute Error (MAE). The DNN results were the best, with a coefficient 

of determination (R2) of 99% and the other error measures being 0.00002, 0.0046, and 0.0035 for 

MSE, RMSE, and MAE, respectively. The determination coefficient R2 for SVM and RF were 92.1% 

and 89.5%, respectively. Conclusion: This study highlights the importance of using machine 

learning tools for mental health prognosis. 
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INTRODUCTION 

Wuhan, China, emerged as the epicenter 

of the first coronavirus disease (COVID-19) 

outbreak in December 2019, following the 

identification of the first case of coronavirus 

disease in November 2018, notwithstanding 

earlier occurrences of the disease in China [1]. 

The initial confirmed case of SARS-CoV-2 in 

Palestine was reported on March 5, 2020, 

subsequent to positive test results from a 

group of Greek visitors who had stayed at the 

Ba hotel in late February. By May 20, 2021, 

Palestine had documented 3,720 deaths and 

333,810 cases, as reported by the Palestinian 

Health Minister [2]. The highly contagious 

nature of the virus necessitated immediate 

implementation of lockdowns and 

quarantines, significantly impacting students 

of all ages worldwide [3]. Consequently, all 

schools and universities in Palestine 

transitioned to remote instruction after the 

Palestinian National Authority declared a state 

of emergency on March 5, 2020, in efforts to 

mitigate the spread of COVID-19. Many 

students and professors were unprepared for 

this swift transition, resulting in inadequate 

access to necessary resources and facilities. 

This unforeseen shift posed unexpected 

challenges for many students, severely 

disrupting the educational process for some 

[2, 4]. The majority of learners were 

compelled to complete coursework 

independently from home, with limited access 

to educational aids. A smaller proportion of 

students lacked the means to communicate 

with their professors or peers, exacerbating 

feelings of uncertainty, sadness, anxiety, and 

isolation. Studies suggest that the lockdown 

measures implemented to contain the virus 

contributed to heightened feelings of despair, 

anxiety, and social isolation [5], with 
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potentially adverse effects on mental health 

[6]. While the COVID-19 pandemic has taken 

a toll on all segments of society, its impact on 

students, particularly those in medical school, 

is profound [7]. Medical students, who 

regularly engage with COVID-19 patients, 

have seen their academic, social, personal, and 

recreational lives disrupted. These disruptions 

have led to feelings of detachment, ennui, 

frustration, anxiety, and apprehension [8]. 

This study primarily focuses on medical 

students. Medical education is inherently 

stressful and demanding, with students 

expected to navigate not only the typical 

stressors of life but also the complexities of 

medical science, post-graduation job 

prospects, and mounting debt [9]. While first-

year medical students experience mental 

health issues at levels similar to their non-

medical peers and the general population 

[10,11], these issues tend to intensify as they 

progress through their studies [12]. Globally, 

one-third of medical students’ report 

experiencing depression or depressive 

symptoms [13,14], with depression, 

psychosomatic conditions, and anxiety being 

prevalent mental health concerns [15]. 

Additionally, medical students are at an 

increased risk of developing eating disorders 

[16]. Research suggests that female medical 

students experience higher levels of stress 

compared to their male counterparts [17], 

although some studies have found no 

correlation between race and psychological 

distress among medical students [18,19]. 

Marital status has also been linked to the 

mental health of medical students, with 

married students exhibiting lower rates of 

psychological distress [20]. Furthermore, 

psychological distress has been associated 

with poorer academic performance [21,22]. 

Machine Learning (ML) and Deep 

Learning (DL) are computer techniques that 

autonomously determine approaches and 

parameters to arrive at optimal solutions to 

problems, rather than being programmed with 

predetermined solutions [23,24]. Situated 

within the domain of Artificial Intelligence 

(AI), this learning process mimics aspects of 

human intelligence and can be utilized for 

various intelligent objectives. Central to ML 

methodology is the selection of techniques for 

classification, regression, clustering, or 

prescriptive modeling. These techniques 

encompass both supervised and unsupervised 

strategies. In psychiatry, ML techniques aim 

to derive statistical relationships from 

multidimensional datasets to make 

generalized predictions about individuals. 

Translational psychiatry presents four primary 

challenges—diagnosis, prognosis, therapy 

prediction, and biomarker identification and 

monitoring—which can be effectively 

addressed using ML approaches [25]. 

 

Figure (1): Artificial Intelligence & Machine 

learning. 

Psychiatry relies on prognostic results to 

manage patients, provide psychoeducation, 

preventative psychotherapy, and prescribe 

medication and other treatments. According to 

[26,27], the most that can be done right now 

with objective evidence is to make the 

assumption that the person belongs in a 

diagnostic category based on their clinical 

symptoms and signs, and then use population 

averages to support that assumption. The 

number of people treated needlessly increases 

as a result of inaccurate stratification [28, 29, 

30]. Thus, stratified prognostic forecasts 

would be helpful for treatment planning to 

pinpoint crucial turning points in the 

progression of an illness, such as changes in 

symptom severity, changes in daily 

functioning, and changes in quality of life 

[25]. 

To characterize depression trajectories 

over a two-year period, [31] combined 

magnetic resonance imaging with a focus on 

structural and functional tasks with ML 

techniques. They found that their predictive 



Ahmad Hanani, et al. ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  453 

ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  Palestinian Medical and Pharmaceutical Journal (PMPJ). 2024; 9(4): 451-464 

rates were comparable. Other research on 

depression has also used case records to 

categorize people based on their risk of 

suicide [32, 33] or self-reported clinical 

questionnaires to predict the course of the 

illness [34]. Individuals have also been 

stratified according to models that forecast 

future substance abuse using neuroimaging 

data [35] and a mix of demographic, clinical, 

cognitive, neuroimaging, and genetic data 

[36]. These studies demonstrate the ability to 

group people into categories to improve 

prognostic evaluations. For instance, 

Koutsouleris et al. used 189 questionnaire 

items gathered from 44 mental health facilities 

to predict the functional outcomes of people 

with a first episode of psychosis [37]. The 

analysis findings showed that outcomes can be 

anticipated with an accuracy of more than 

70%. The study emphasizes how an ML 

technique might assess generalizability and 

generate condensed sets of features that may 

be used to create new questionnaires to 

evaluate patient outcomes.  

In this study, machine learning and deep 

learning regression techniques were used to 

predict changes in various mental health 

characteristics of medical students, such as 

depression, anxiety, social dysfunction, and 

loss of confidence. First, the prevalence of 

mental health concerns and their associated 

factors was evaluated using the available data. 

Then, widely used medical and psychiatric 

ML techniques, such as Deep Artificial Neural 

Network (DNN), Random Forest (RF), and 

Support Vector Machine (SVM), were used to 

anticipate these three characteristics [38, 39]. 

Following that, certain important statistical 

metrics were used to discuss the algorithms’ 

performances. The importance of the study 

lies in the use of AI through ML, which is 

widely used in medical field, prediction, and 

diagnosis. Additionally, the study’s 

importance lies in the use of ML to predict the 

speed and accuracy of psychological 

problems, an important indicator for workers 

in the medical field, and it can be easily 

developed into a mobile application for use in 

primary medical care centers. Moreover, the 

significance of the study lies in examining the 

accuracy of predicting mental disorders 

through machine learning (ML), significantly 

contributing to overcoming the stigma crisis 

that prevents many people in need of 

psychological services and care. Therefore, 

the current study utilized machine learning 

and deep learning regression techniques to 

predict changes in various mental health 

characteristics among medical students, 

including depression, anxiety, social 

dysfunction, and loss of confidence. 

METHODS  

Study design 

A cross-sectional study was conducted in 

two stages in March 20221. In the initial 

phase, a 12 item General Health Questionnaire 

(GHQ-12) was utilized to evaluate the 

prevalence of mental health issues and 

associated risk factors among a sample of 

medical students at An-Najah National 

University in Palestine. In the subsequent 

phase, predictive models for three mental 

health characteristics were developed using 

machine learning (ML) techniques. Figure 2 

illustrates the flowchart of the study. This 

section provides comprehensive details on 

data collection, statistical analysis, data 

normalization, and ML techniques. Section 

2.1 delineates data collection procedures, 

Section 2.2 elaborates on statistical analysis, 

Section 2.3 outlines data normalization 

techniques, and Section 2.4 elucidates the ML 

algorithms employed. 

 

Figure (2): Study flow chart. 

Data collection  

Ethical approval for the study was 

granted by the Institutional Review Board 

(IRB) (Ref: Med. February.2021/9) of An-

Najah National University in Nablus, 

Palestine, in accordance with the principles 

outlined in the Helsinki Declaration regarding 

human research. An online self-administered 
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questionnaire was utilized for data collection, 

conducted between March and May 2021. 

Participants identified with a propensity for 

psychological issues (as indicated by a 

General Health Questionnaire (GHQ) score of 

15 or higher) were selected and invited to 

complete the questionnaire. The collected data 

were numerical in nature. The questionnaire 

comprised 12 items, with responses ranging 

from 0 to 3. Total scores ranged from 0 to 36, 

with higher scores indicating a greater degree 

of disturbance in general health. A total score 

exceeding 15 points suggested a propensity 

for psychological issues. A total of 329 

students participated in the questionnaire, with 

300 students included in the subsequent data 

analysis.  

Every participant received an overview of 

the study's objectives, as well as information 

on the kinds of data that will be gathered. An 

online questionnaire that participants self-

administered was used to gather data. 

Additionally, prior to the study's start, each 

subject gave their written consent. Data were 

gathered in 2021 between March and May. 

Participants in the first phase of the study had 

to be at least eighteen years old, willing to 

participate, and able to supply all the 

necessary data. Individuals with a 

predisposition to psychological issues 

(general health questionnaire-12 score of 15 or 

higher). The study excluded students who 

were taking psychotropic or antidepressant 

medications.” 

Data collection tool  

The 12-item General Health 

Questionnaire (GHQ-12) was employed to 

assess mental health status [40]. The 

reliability and validity of the Arabic version 

have been confirmed [41]. GHQ scoring 

categorized responses as follows: 0 for better 

than usual, 1 for usual, 2 for less than usual, 

and 3 for much less than normal. Total scores 

ranged from 0 to 36, with higher scores 

indicating greater disruption in general health 

status. Participants scoring 15 or higher were 

considered predisposed to psychological 

problems [42,43]. GHQ scores ranged from 2 

to 36 points, with a mean of 18.1 ± 7.7. The 

mean scores for depression and anxiety on the 

GHQ subscales were 7.0 ± 2.8 (range: 0–12), 

for social dysfunction 7.7 ± 3.4 (range: 0–15), 

and for loss of confidence 2.1 ± 2.0 (range: 0–

6). 

Statistical analysis 

Data were analyzed using SPSS, version 

21, with a statistical power of 80% and an 

alpha level of 5% for all tests. Means, standard 

deviations (SD), and percentages were 

estimated for continuous variables. The chi-

square test assessed categorical variables 

related to depressive symptoms, while the 

independent sample t-test examined 

differences in means for continuous variables. 

To evaluate intervention impact on outcome 

variables, the percentage of mean change was 

calculated from pre- to post-intervention for 

each subject, followed by comparison of mean 

percentage differences between groups using 

an independent t-test. 

Data preparation  

GHQ-12 was utilized to collect data on 

factors influencing student mental health, 

resulting in a dataset with 12 columns and a 

total of 300 rows. Given differing units of 

quantification, normalization was necessary to 

address significant interquartile range and 

distribution in the dataset, a crucial 

preparatory step for machine learning (ML) 

algorithms. Failure to normalize can lead to 

dominance by larger-scale variables, 

compromising numerical stability in ML and 

deep learning (DL) techniques [44]. 

Minimum-maximum normalization was 

employed to enhance model fit to the data 

[45], treating all features equally in terms of 

magnitude [46]. This method linearly adjusts 

unnormalized data to a predefined lower and 

upper bound [47]. In this study, minimum-

maximum normalization rescaled the data to a 

range of [0,1]. 

Machine and Deep Learning Algorithms 

Regression, classification, and decision-

making procedures can be applied across 

various fields, from engineering to healthcare 

[48, 49, 50, 51]. Deep Learning (DL) and 

Machine Learning (ML) algorithms ensure 

highly satisfactory accuracy. In this study, 

three ML and DL algorithms Deep Neural 

Network (DNN), Support Vector Machine 

(SVM), and Random Forest (RF) were 

examined to forecast changes in various 

mental health metrics. The training phase of 
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these algorithms utilized 12 inputs and 3 

outputs (mental health parameters). 

Deep Neural Network (DNN) 

DNN, the most widely used AI algorithm, 

is inspired by biological neural networks in 

the brain and simplified versions thereof [52]. 

Essentially, this algorithm mimics the 

functioning of the biological nervous system, 

seeking to comprehend systems before 

generalizing findings. Due to its capacity for 

complex and nonlinear system prediction, it 

finds application in diverse fields. 

Technically, it adjusts weight values by 

focusing on the intricate intersection of input 

and output data. Typically, a backpropagation 

algorithm comprises several layers—input 

layer, hidden layers, and output layer and two 

stages: training and testing. In this study, a 

model structure with input, output, and two 

hidden layers of 12-12-10-3 (number of 

neurons) was obtained. The output layer 

comprised 3 mental health characteristics: 

anxiety, social dysfunction, and loss of 

confidence. Activation functions employed 

were Relu for hidden layers, Tanh for the 

output layer, and linear. Adam optimizer, 

early stopping modes, along with 200 training 

cycles, were specified. 

Support Vector Machine (SVM) 

A supervised learning technique, SVM 

can address problems involving regression 

and classification. It was introduced in 1992 

[53] and has garnered increasing interest from 

researchers across various domains due to its 

efficacy and viability as a machine learning 

technique. One notable advantage of SVM is 

its adherence to statistical learning theory and 

the principles of structural risk minimization, 

aiming to reduce the upper bound of error in 

the generalization stage. To identify the ideal 

SVM model, Radial Basis Function (RBF), 

Linear, polynomial, and sigmoid kernel 

functions were examined, with RBF kernel 

selected for predicting the three mental health 

characteristics due to superior performance. 

Random Forest (RF) 

RF, a supervised learning algorithm, 

offers the benefit of applicability to both 

classification and regression problems, which 

are predominant in modern ML systems. It 

constructs an ensemble of Decision Trees 

(DT), typically trained using the "bagging" 

approach. Each internal node in a DT 

represents a test on an attribute, each branch 

reflects the test’s result, and each leaf node 

represents a class label denoting a choice 

made after weighing available information. 

The bagging method combines learning 

models to enhance results. In the regression 

technique of RF, the performance of multiple 

DT algorithms is combined to categorize or 

predict the value of a variable. For this study, 

RF was utilized to predict the three mental 

health metrics with a maximum depth of 5. 

RESULTS 

In this study, regression techniques were 

applied to predict three mental health 

parameters: depression, anxiety, social 

dysfunction, and loss of confidence. The 

dataset was organized, and a total of 12 

features (GHQ responses) were used for each 

input in DNN, SVM, and RF models. The tests 

were conducted using the Python 

programming language and its associated 

libraries: Keras, TensorFlow, and Scikit-learn. 

During the regression process, 60% (180 

students) of the dataset was randomly 

assigned as training data, 20% (60 students) as 

validation data, and another 20% (60 students) 

as test data (see Figure 3). Statistical 

benchmarks, including the Determination 

Coefficient (R²), Mean Square Error (MSE), 

Root Mean Square Error (RMSE), and Mean 

Absolute Error (MAE), were utilized as 

performance metrics to assess the regression 

models' efficacy in predicting the real data. An 

ideal model would exhibit a Coefficient of 

Determination (R²) closer to one, while the 

other statistical indicators would tend towards 

zero. 

 

Figure (3): Variable distribution. 

Figures 4 through 12 depict the actual and 

predicted results for the three mental health 
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parameters using DNN, SVM, and RF. These 

visualizations illustrate the correspondence of 

predicted data to actual observations, with the 

x-axis representing the number of students 

(test data) and the y-axis indicating 

normalized health indicators. It is evident 

from the figures that DNN exhibits the highest 

accuracy compared to other models such as 

SVM and RF.  

 

Figure (4): Actual & predicted results using 

ANN; depression anxiety. 

 

Figure (5): Actual & predicted results using 

ANN; social dysfunction. 

 

Figure (6): Actual & predicted results using 

ANN; loss confidence. 

It is evident from Figures 4–6 that the 

estimated results from the deep ANN closely 

align with the actual values. When compared 

to the true values, the results exhibit a high 

determination coefficient across all 

dimensions, including loss of confidence, 

anxiety, sadness, and social dysfunction. This 

underscores the effectiveness of deep ANN 

models in accurately forecasting mental health 

indices.  

The strong association observed between 

the ANN-estimated outcomes and the actual 

values not only validates the model's 

reliability but also underscores its potential to 

support clinical assessments and therapies 

effectively. By leveraging advanced 

computational approaches like deep learning, 

we can gain deeper insights into the complex 

dynamics of mental health issues. This, in 

turn, can pave the way for the development of 

more targeted and efficient treatment 

strategies.  

The findings presented in Figures 4–6 

underscore the significance of deep ANN in 

advancing our understanding and prediction 

of mental health indicators. This presents new 

avenues for enhancing clinical decision-

making and, ultimately, enhancing patient 

outcomes.

 

Figure (7): Actual & predicted results using 

SVM; depression anxiety. 

 

Figure (8): Actual & predicted results using 

SVM; social dysfunction. 
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Figure (9): Actual & predicted results using 

SVM; loss confidence. 

When compared to the actual values, the 

SVM method yields the lowest determination 

coefficient (0.921), as evidenced by the 

analysis of Figures 7–9. Nonetheless, the 

SVM model demonstrates a notable capability 

to approximate the actual values across 

various mental health indicators, including 

loss of confidence, anxiety, sadness, and 

social dysfunction, despite this reduced 

coefficient. 

Although SVM exhibits the lowest 

determination coefficient among the models 

examined, a coefficient of 0.921 still signifies 

a substantial correlation between the 

estimated and actual values. This indicates 

that SVM remains a viable option for 

predicting mental health indicators reliably, 

even if it may not achieve the same level of 

accuracy as deep ANN or Random Forest. 

 

Figure (10): Actually & predicted results 

using RF; depression anxiety. 

 

Figure (11): Actual & predicted results using 

RF; social dysfunction. 

 

Figure (12): Actual & predicted results using 

RF; loss confidence. 

Upon close examination of Figures 10–

12, it becomes apparent that the estimated 

outcomes generated by the RF algorithm 

exhibit a significantly lower determination 

coefficient compared to the actual values. 

Nevertheless, the RF model demonstrates a 

notable ability to approximate the true values 

across various factors, including social 

dysfunction, melancholy, anxiety, and loss of 

confidence. While the determination 

coefficient may be somewhat lower than the 

results obtained from deep ANN models 

previously discussed, the RF method still 

offers valuable insights into mental health 

indicators. The performance of the RF model 

suggests its potential as an alternative method 

for forecasting these complex phenomena, 

albeit with potentially lower accuracy. Despite 

not achieving the same level of accuracy as 

deep ANN in this context, RF still holds 

promise in supporting mental health 

evaluation and intervention techniques, as 

indicated by the moderate correlation 

observed between the RF-estimated outcomes 

and the actual values. 
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RF models offer an alternative 

perspective to deep learning techniques, 

leveraging the advantages of decision trees 

and ensemble learning to provide fresh 

insights into the dynamics of mental health. 

Tables 1 through 3 provide a summary of 

the evaluation of the three algorithms utilized 

in this experiment across the three datasets 

(train, validate, and test). R2, MSE, RMSE, 

and MAE are four commonly employed 

statistical metrics utilized to assess the 

accuracy of the three models employed. 

Table (1): Train data performance evaluation. 

Algorithm MSE RMSE MAE R^2 

DNN 0.000452 0.0046 0.0035 0.99 

SVM 0.003 0.073 0.048 0.94 

RF 0.001 0.033 0.024 0.98 

Table (2): Val data performance evaluation. 

Algorithm MSE RMSE MAE R^2 

DNN 0.00000487 0.00698 0.005 0.99 

SVM 0.004 0.066 0.052 0.935 

RF 0.008 0.089 0.068 0.876 

Table (3): Test data performance evaluation. 

Algorithm MSE RMSE MAE R^2 

DNN 0.00004587 0.006777 0.00492 0.998 

SVM 0.005 0.074 0.056 0.921 

RF 0.006 0.081 0.059 0.895 

The R2 value of the Deep ANN model 

(R2 = 0.998) approached 1, indicating high 

precision, while other statistical error 

measures (MSE, RMSE, and MAE) were 

close to zero. In the SVM regression case, the 

R2 value was 0.921, with corresponding error 

measures of MSE = 0.005, RMSE = 0.074, 

and MAE = 0.056. Comparatively, RF's 

statistical metrics were lower, featuring an R2 

of 0.895, and MSE, RMSE, and MAE values 

of 0.006, 0.081, and 0.895, respectively. 

Figure 14 displays the ML correlation 

results for the three ML algorithms 

investigated, while Figure 15 illustrates the 

associated statistical metrics. It is evident that 

the ANN outperformed other methods in 

predicting mental health parameters, 

achieving the highest accuracy among them. 

 

Figure (13): ML correlation results. 
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Figure (14): Statistical metrics where x axis is related to error metrices, and y axis is related to error 

quantity.

DISCUSSION 

The findings of this study align with 

previous research, indicating that 

approximately one-third of medical students 

experience depression or depressive 

symptoms [13,14,57,58]. Psychosomatic 

illness, anxiety, and depression are recognized 

to coalesce into a significant mental health 

challenge [15]. The efficacy of machine 

learning models in forecasting changes in 

various mental health attributes was assessed 

by measuring MSE, RMSE, MAE, and R2. 

The DNN model exhibited superior 

correlation performance and lower values for 

RMSE, MSE, and MAE compared to other 

models applied. These results are consistent 

with prior studies evaluating the effectiveness 

of ML regression in predicting changes in 

diverse mental health parameters, where the 

SVM model demonstrated an overall 

precision of 82.75. 

In a study by Koutsouleris et al. [37], ML 

models achieved an accuracy level above 70% 

in predicting the functional outcomes of 

individuals experiencing a first episode of 

psychosis. Similarly, Arbabshirani et al. [38] 

reported at least 27 neuroimaging studies 

predicting the progression from moderate 

cognitive impairment to Alzheimer’s disease 

with an average prediction accuracy 

exceeding 70%. Saha et al. predicted changes 

in various mental health characteristics, 

including education, behavior, and mood of 

young individuals in West Bengal, India, 

using SVM with precisions of 82.75%, 

72.41%, 65.51%, 58.62%, and 72.41% [56]. 

Comparing our study with other similar ML 

prediction studies, we found that ours had 

higher accuracy performance measures with 

accuracies of 70% and 82% [56]. Our study 

revealed an accuracy of 99%, demonstrating 

the effectiveness of machine learning models 

in predicting mental health parameters. 

A notable finding of this study is the high 

accuracy performance measures achieved by 

the selected ML models. According to our 

research, employing ML approaches to screen 

medical students will aid in identifying those 

most at risk of developing depression through 

regression analysis, subsequently facilitating 

the development of successful preventive 

measures. Moreover, due to the multinational 

dataset used in this study, it also evaluates the 

predictive potential of various ML algorithms 

among students while addressing the 

integration of novel technologies for detecting 

and treating anxiety and depression in medical 

students. 

CONCLUSION 

In this study, we assessed the mental 

health of medical students and predicted 

several mental health characteristics, 

including anxiety, social dysfunction, and loss 

of confidence. Data was collected using the 

GHQ, and three machine learning and deep 

learning algorithms were employed to predict 
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these characteristics. Our results demonstrated 

that the DNN model achieved a correlation R2 

of 99.8% and low error metrics of 0.000045, 

0.0067, and 0.00492 for MSE, RMSE, and 

MAE, respectively. These findings underscore 

the importance of utilizing ML and DL 

methods for mental health prognosis. The 

significant outcome of high predictability for 

psychological problems such as depression, 

anxiety, low confidence, and social 

dysfunction in the current study may motivate 

individuals to seek mental health services 

without fear of stigma by utilizing artificial 

intelligence applications. 

Ethics approval and consent to participate 

The An-Najah National University in 

Nablus, Palestine, Institutional Review Board 

"IRB" granted ethical approval, and the study 

complied with the Helsinki Declaration for 

research involving human subjects. All the 

student’s Informed consent was taken for 

participation in the study.  

Consent for publication 

Not applicable 

Availability of data and materials 

The datasets used and/or analyzed during 

the current study are available from the 

corresponding author upon reasonable 

request. 

Author's contribution  

All authors listed have contributed to the 

work and approved it for publication. The 

authors have worked in an organized manner. 

Ahmad Hanani & Mohammed Mansour 

Conceptualized, supervised, and designed the 

study and wrote the manuscript. Mohammed 

Mansour  did the software preparing. Manal 

Badrasawi collected the data. Ahmad Hanani 

has reviewed the data and the final manuscript 

for approval. The authors read and approved 

the final manuscript. 

Competing interest 

The authors declare that they have no 

competing interests. 

Funding 

This study has been conducted without 

any funding. 

 

REFERENCES  

1] Coronaviridae Study Group of the 

International Committee on Taxonomy of 

Viruses. The species Severe acute 

respiratory syndrome-related 

coronavirus: classifying 2019-nCoV and 

naming it SARS-CoV-2. Nat Microbiol. 

2020;5(4):536-544. doi:10.1038/s41564-

020-0695-z 

2] Hanani A, Badrasawi M, Zidan S, Hunjul 

M. Effect of cognitive behavioral 

therapy program on mental health status 

among medical student in Palestine 

during COVID pandemic. BMC 

Psychiatry. 2022;22(1):310. Published 

2022 May 2. doi:10.1186/s12888-022-

03915-1 

3] Araújo FJO, de Lima LSA, Cidade PIM, 

Nobre CB, Neto MLR. Impact Of Sars-

Cov-2 And Its Reverberation In Global 

Higher Education And Mental 

Health. Psychiatry Res. 

2020;288:112977. 

doi:10.1016/j.psychres.2020.112977 

4] Sahu P. Closure of Universities Due to 

Coronavirus Disease 2019 (COVID-19): 

Impact on Education and Mental Health 

of Students and Academic Staff. Cureus. 

2020;12(4):e7541. Published 2020 Apr 4. 

doi:10.7759/cureus.7541. 

5] Tull MT, Edmonds KA, Scamaldo KM, 

Richmond JR, Rose JP, Gratz KL. 

Psychological Outcomes Associated with 

Stay-at-Home Orders and the Perceived 

Impact of COVID-19 on Daily 

Life. Psychiatry Res. 2020;289:113098. 

doi:10.1016/j.psychres.2020.113098 

6] Al-Rabiaah A, Temsah MH, Al-Eyadhy 

AA, et al. Middle East Respiratory 

Syndrome-Corona Virus (MERS-CoV) 

associated stress among medical students 

at a university teaching hospital in Saudi 

Arabia. J Infect Public Health. 

2020;13(5):687-691. 

doi:10.1016/j.jiph.2020.01.005 

7] Fu X, Li J, Huang Z, et al. Nan Fang Yi 

Ke Da Xue Xue Bao. 2020;40(2):159-163. 

doi:10.12122/j.issn.1673-

4254.2020.02.03  

8] Qiu J, Shen B, Zhao M, Wang Z, Xie B, 



462 ـــــــــــــــــ ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  “Prediction of Medical Students’ Mental Health in Deep and ……” 

Palestinian Medical and Pharmaceutical Journal (PMPJ). 2024; 9(4): 451-464 ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  

Xu Y. A nationwide survey of 

psychological distress among Chinese 

people in the COVID-19 epidemic: 

implications and policy 

recommendations published correction 

appears in Gen Psychiatr. 2020 Apr 

27;33(2):e100213corr1]. Gen Psychiatr. 

2020;33(2):e100213. Published 2020 

Mar 6. doi:10.1136/gpsych-2020-100213 

9] Khan MS, Mahmood S, Badshah A, Ali 

SU, Jamal Y. Prevalence of depression, 

anxiety and their associated factors 

among medical students in Karachi, 

Pakistan. J Pak Med Assoc. 

2006;56(12):583-586. 

10] Carson AJ, Dias S, Johnston A, et al. 

Mental health in medical students. A case 

control study using the 60 item General 

Health Questionnaire. Scott Med J. 

2000;45(4):115-116. 

doi:10.1177/003693300004500406 

11] Rosal MC, Ockene IS, Ockene JK, 

Barrett SV, Ma Y, Hebert JR. A 

longitudinal study of students' depression 

at one medical school. Acad Med. 

1997;72(6):542-546. 

doi:10.1097/00001888-199706000-

00022 

12] Dyrbye LN, Thomas MR, Shanafelt TD. 

Systematic review of depression, anxiety, 

and other indicators of psychological 

distress among U.S. and Canadian 

medical students. Acad Med. 

2006;81(4):354-373. 

doi:10.1097/00001888-200604000-

00009 

13] Rotenstein LS, Ramos MA, Torre M, et 

al. Prevalence of Depression, Depressive 

Symptoms, and Suicidal Ideation Among 

Medical Students: A Systematic Review 

and Meta-Analysis. JAMA. 

2016;316(21):2214-2236. 

doi:10.1001/jama.2016.17324 

14]  Puthran R, Zhang MW, Tam WW, Ho 

RC. Prevalence of depression amongst 

medical students: a meta-analysis. Med 

Educ. 2016;50(4):456-468. 

doi:10.1111/medu.12962 

 15] Chinawa JM, Nwokocha AR, Manyike 

PC, Chinawa AT, Aniwada EC, Ndukuba 

AC. Psychosomatic problems among 

medical students: a myth or reality?. Int J 

Ment Health Syst. 2016;10:72. Published 

2016 Nov 24. doi:10.1186/s13033-016-

0105-3. 

16] Memon AA, Adil SE, Siddiqui EU, 

Naeem SS, Ali SA, Mehmood K. Eating 

disorders in medical students of Karachi, 

Pakistan-a cross-sectional study. BMC 

Res Notes. 2012;5:84. Published 2012 

Feb 1. doi:10.1186/1756-0500-5-84 

17] Grossman HY, Salt P, Nadelson C, 

Notman M. Coping resources and health 

responses among men and women 

medical students. Soc Sci Med. 

1987;25(9):1057-1062. 

doi:10.1016/0277-9536(87)90011-6 

18] Henning K, Ey S, Shaw D. Perfectionism, 

the imposter phenomenon and 

psychological adjustment in medical, 

dental, nursing and pharmacy 

students. Med Educ. 1998;32(5):456-464. 

doi:10.1046/j.1365-2923.1998.00234.x 

19] Retneswari M, Mohammed Abdulrazzaq 

J, Chang Swee L, Hilary Lim Song Y, Lai 

Jian Kai J, Woon P. STRESS, 

STRESSORS, AND COPING 

STRATEGIES BETWEEN PRE-

CLINICAL AND CLINICAL 

MEDICAL STUDENTS AT 

UNIVERSITI TUNKU ABDUL 

RAHMAN. MJPHM Internet]. 2020 May 

1 cited 2024 Apr. 2];20(1):175-83. 

20] Dyrbye LN, Thomas MR, Eacker A, et al. 

Race, ethnicity, and medical student well-

being in the United States. Arch Intern 

Med. 2007;167(19):2103-2109. 

doi:10.1001/archinte.167.19.2103  

21] Yusoff MS. Associations of pass-fail 

outcomes with psychological health of 

first-year medical students in a malaysian 

medical school. Sultan Qaboos Univ Med 

J. 2013;13(1):107-114. 

doi:10.12816/0003203. 

22] Roh MS, Jeon HJ, Kim H, Han SK, Hahm 

BJ. The prevalence and impact of 

depression among medical students: a 

nationwide cross-sectional study in South 

Korea. Acad Med. 2010;85(8):1384-

1390. 



Ahmad Hanani, et al. ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  463 

ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  Palestinian Medical and Pharmaceutical Journal (PMPJ). 2024; 9(4): 451-464 

doi:10.1097/ACM.0b013e3181df5e43  

23] Mansour M, Serbest K, Kutlu M, Cilli M. 

Estimation of lower limb joint moments 

based on the inverse dynamics approach: 

a comparison of machine learning 

algorithms for rapid estimation published 

correction appears in Med Biol Eng 

Comput. 2023 Sep 15;:]. Med Biol Eng 

Comput. 2023;61(12):3253-3276. 

doi:10.1007/s11517-023-02890-3 

24] Mansour M, Cumak EN, Kutlu M, 

Mahmud S. Deep learning based suture 

training system published correction 

appears in Surg Open Sci. 2024 Feb 

07;18:61]. Surg Open Sci. 2023;15:1-11. 

Published 2023 Aug 6. 

doi:10.1016/j.sopen.2023.07.023 

25] Dwyer DB, Falkai P, Koutsouleris N. 

Machine Learning Approaches for 

Clinical Psychology and 

Psychiatry. Annu Rev Clin Psychol. 

2018;14:91-118. doi:10.1146/annurev-

clinpsy-032816-045037 

26] Harrison G, Hopper K, Craig T, et al. 

Recovery from psychotic illness: a 15- 

and 25-year international follow-up 

study. Br J Psychiatry. 2001;178:506-

517. doi:10.1192/bjp.178.6.506 

27] Wunderink L, Sytema S, Nienhuis FJ, 

Wiersma D. Clinical recovery in first-

episode psychosis. Schizophr Bull. 

2009;35(2):362-369. 

doi:10.1093/schbul/sbn143 

28] Alvarez-Jiménez M, Parker AG, Hetrick 

SE, McGorry PD, Gleeson JF. Preventing 

the second episode: a systematic review 

and meta-analysis of psychosocial and 

pharmacological trials in first-episode 

psychosis. Schizophr Bull. 

2011;37(3):619-630. 

doi:10.1093/schbul/sbp129 

29] D. Siskind, L. McCartney, R. 

Goldschlager, and S. Kisely, “Clozapine 

v. first-and second-generation 

antipsychotics in treatment-refractory 

schizophrenia: systematic review and 

meta-analysis,” Br. J. Psychiatry, vol. 

209, no. 5, pp. 385–392, 2016. 

30] Siskind D, McCartney L, Goldschlager R, 

Kisely S. Clozapine v. first- and second-

generation antipsychotics in treatment-

refractory schizophrenia: systematic 

review and meta-analysis. Br J 

Psychiatry. 2016;209(5):385-392. 

doi:10.1192/bjp.bp.115.177261 

31] Schmaal L, Marquand AF, Rhebergen D, 

et al. Predicting the Naturalistic Course of 

Major Depressive Disorder Using 

Clinical and Multimodal Neuroimaging 

Information: A Multivariate Pattern 

Recognition Study. Biol Psychiatry. 

2015;78(4):278-286. 

doi:10.1016/j.biopsych.2014.11.018 

32] Modai I, Ritsner M, Kurs R, Mendel S, 

Ponizovsky A. Validation of the 

Computerized Suicide Risk Scale--a 

backpropagation neural network 

instrument (CSRS-BP). Eur Psychiatry. 

2002;17(2):75-81. doi:10.1016/s0924-

9338(02)00631-4 

33] Tran T, Luo W, Phung D, et al. Risk 

stratification using data from electronic 

medical records better predicts suicide 

risks than clinician assessments. BMC 

Psychiatry. 2014;14:76. Published 2014 

Mar 14. doi:10.1186/1471-244X-14-76 

34] Kessler RC, van Loo HM, Wardenaar KJ, 

et al. Testing a machine-learning 

algorithm to predict the persistence and 

severity of major depressive disorder 

from baseline self-reports. Mol 

Psychiatry. 2016;21(10):1366-1371. 

doi:10.1038/mp.2015.198 

35] Bertocci MA, Bebko G, Versace A, et al. 

Reward-related neural activity and 

structure predict future substance use in 

dysregulated youth. Psychol Med. 

2017;47(8):1357-1369. 

doi:10.1017/S0033291716003147 

36] Whelan R, Watts R, Orr CA, et al. 

Neuropsychosocial profiles of current 

and future adolescent alcohol 

misusers. Nature. 2014;512(7513):185-

189. doi:10.1038/nature13402 

37] Koutsouleris N, Kahn RS, Chekroud AM, 

et al. Multisite prediction of 4-week and 

52-week treatment outcomes in patients 

with first-episode psychosis: a machine 

learning approach published correction 

appears in Lancet Psychiatry. 2017 



464 ـــــــــــــــــ ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  “Prediction of Medical Students’ Mental Health in Deep and ……” 

Palestinian Medical and Pharmaceutical Journal (PMPJ). 2024; 9(4): 451-464 ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  

Feb;4(2):95]. Lancet Psychiatry. 

2016;3(10):935-946. doi:10.1016/S2215-

0366(16)30171-7 

38] Arbabshirani MR, Plis S, Sui J, Calhoun 

VD. Single subject prediction of brain 

disorders in neuroimaging: Promises and 

pitfalls. Neuroimage. 2017;145(Pt 

B):137-165. 

doi:10.1016/j.neuroimage.2016.02.079 

39] Kambeitz J, Kambeitz-Ilankovic L, 

Leucht S, et al. Detecting neuroimaging 

biomarkers for schizophrenia: a meta-

analysis of multivariate pattern 

recognition 

studies. Neuropsychopharmacology. 

2015;40(7):1742-1751. 

doi:10.1038/npp.2015.22 

40] Goldberg DP, Oldehinkel T, Ormel J. 

Why GHQ threshold varies from one 

place to another. Psychol Med. 

1998;28(4):915-921. 

doi:10.1017/s0033291798006874  

41] Goldberg DP, Gater R, Sartorius N, et al. 

The validity of two versions of the GHQ 

in the WHO study of mental illness in 

general health care. Psychol Med. 

1997;27(1):191-197. 

doi:10.1017/s0033291796004242  

42] Drissi N, Alhmoudi A, Al Nuaimi H, 

Alkhyeli M, Alsalami S, Ouhbi S. 

Investigating the Impact of COVID-19 

Lockdown on the Psychological Health of 

University Students and Their Attitudes 

Toward Mobile Mental Health Solutions: 

Two-Part Questionnaire Study. JMIR 

Form Res. 2020;4(10):e19876. Published 

2020 Oct 20. doi:10.2196/19876 

43] El-Metwally A, Javed S, Razzak HA, et 

al. The factor structure of the general 

health questionnaire (GHQ12) in Saudi 

Arabia. BMC Health Serv Res. 

2018;18(1):595. Published 2018 Aug 2. 

doi:10.1186/s12913-018-3381-6 

44] Trentin, E.Maximum-likelihood 

normalization of features increases the 

robustness of neural-based spoken 

human-computer interaction, Pattern 

Recognit. Lett., vol. 66, pp. 71–80, 2015. 

45] Senvar, O, Sennaroglu, B. Comparing 

performances of clements, box-cox, 

Johnson methods with weibull 

distributions for assessing process 

capability,  J. Ind. Eng. Manag., 9(3): pp. 

634–656, 2016. 

46] Singh, D, Singh, B. Investigating the 

impact of data normalization on 

classification performance, Appl. Soft 

Comput., vol. 97, p. 105524, 2020. 

47] Han, J, Pei, J, Tong, H. Data mining: 

concepts and techniques. Morgan 

kaufmann, 2022. 

48] Karapinar Senturk, Z, Sevgul Bakay, M. 

Machine Learning-Based Hand Gesture 

Recognition via EMG Data, 2021. 

49] Baştanlar Y, Ozuysal M. Introduction to 

machine learning. Methods Mol Biol. 

2014;1107:105-128. doi:10.1007/978-1-

62703-748-8_7 

50] Akour I, Alshurideh M, Al Kurdi B, Al 

Ali A, Salloum S. Using Machine 

Learning Algorithms to Predict People's 

Intention to Use Mobile Learning 

Platforms During the COVID-19 

Pandemic: Machine Learning 

Approach. JMIR Med Educ. 

2021;7(1):e24032. Published 2021 Feb 4. 

doi:10.2196/24032 

51] Quiroz JC, Feng YZ, Cheng ZY, et al. 

Development and Validation of a 

Machine Learning Approach for 

Automated Severity Assessment of 

COVID-19 Based on Clinical and 

Imaging Data: Retrospective 

Study. JMIR Med Inform. 

2021;9(2):e24572. Published 2021 Feb 

11. doi:10.2196/24572. 

52] MANSOUR, M, DEMİRSOY, M,  

KUTLU, M. Kidney Segmentations 

Using CNN models, J. Smart Syst. Res., 

4(1): 1–13, 2023. 

53] Boser, B, Guyon, I M,Vapnik, V. N. A 

training algorithm for optimal margin 

classifiers, in Proceedings of the fifth 

annual workshop on Computational 

learning theory, 1992, pp. 144–152. 

54] Botchkarev, A. Evaluating performance 

of regression machine learning models 

using multiple error metrics in azure 

machine learning studio, Available SSRN 



Ahmad Hanani, et al. ـــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  465 

ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  Palestinian Medical and Pharmaceutical Journal (PMPJ). 2024; 9(4): 451-464 

3177507, 2018. 

55] Galdi, P, Tagliaferri, R. Data mining: 

accuracy and error measures for 

classification and prediction, Encycl. 

Bioinforma. Comput. Biol., vol. 1, pp. 

431–436, 2018. 

56] Saha, S, Murmu, S, Manna, S, 

Chowdhury, B, Das, N. Predictive 

Analysis of Child’s Mental 

Health/Psychology During the COVID-

19 Pandemic,  in International 

Conference on Computational 

Intelligence in Pattern Recognition, 

2022, pp. 183–192. 

57] Ghanim M, Rabayaa M, Atout S, Al-

Othman N, Alqub M. Prevalence of 

anxiety and depression among Palestinian 

university students: a cross-sectional 

study during COVID-19 

pandemic. Middle East Current 

Psychiatry, Ain Shams University. 

2022;29(1):71. doi:10.1186/s43045-022-

00238-5 

58] Ghanim, Mustafa; Al-Othman, Nihad; 

Rabayaa, Maha; and Alqaraleh, Moath 

(2021) "Gender differences in health-

promoting behaviors and psychological 

well-being of Palestinian medical 

students based on the HPLP 

II," Palestinian Medical and 

Pharmaceutical Journal: 7 (2) , Article 

11.

The Palestinian Medical and Pharmaceutical Journal (Pal. Med. Pharm. J.) © 2024 by An-Najah 

University, Nablus, Palestine is licensed under CC BY-NC 4.0  


