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Abstract: Determination of the required sample size is an important step in the planning of 

any research study. A large number of commercial and online resources are readily avail-

able for calculation of sample size required for various research designs. However, this 

abundance of information, the complexity, and the variation in calculation formulations and 

terminology used make it more confusing to researchers, particularly those with limited sta-

tistical knowledge. Therefore, there is a need for more simplified, easy to implement formu-

las for calculation of sample size.  Here, we present a short review of the rules for calcula-

tion of sample size for common experimental designs used in research and provide more 

simplified forms for some of these formulas. Also, data are presented on sample size re-

quired for various scenarios with the intent to provide guidelines for researchers. A simple-

to-use Excel sheet was developed to perform sample size calculations and is available 

online as a supplementary file. This Excel sheet was used to generate the data presented 

in this publication. 
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Introduction

Sample size calculation is an important early step in any re-

search not only to attain sufficient statistical precision but also for 

better utilization of available resources. If the sample used is too 

small, the study will not provide reliable answers to study ques-

tions (1). It will lack the statistical power to detect significant dif-

ferences and effects, the data will not approximate well the un-

derlying statistical distribution (normal or other) and will lack suf-

ficient representation for the results to accurately describe the 

population (2, 3). Increasing the sample size improves the valid-

ity and reliability of results and increases the statistical power to 

detect significant differences when they truly exist. However, if 

the sample utilized is too large, it is a poor use of resources and 

extends the time and effort required to finish the study. Further-

more, a sample larger than the required size may put more indi-

viduals at risk in certain interventions (4). It is therefore crucial 

for researchers to determine the required sample size before 

conducting research studies to ensure that they have enough 

sample size to draw meaningful conclusions without wasting 

available resources. 

A large number of commercial and online resources are 

readily available for calculation of sample size required for vari-

ous research designs. However, the abundance of information 

and the variation in the calculation formulations and the terminol-

ogy used make it more confusing to researchers, particularly 

those with little statistical knowledge. Furthermore, a review by 
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Meysamie et al., 2014 (5) showed that most of the online sample 

size calculators are limited to sample size calculation for estimat-

ing proportions and considered a fixed value of 0.50, and in cer-

tain cases, inaccurate calculations were obtained.  

Simplification of formulas for sample size calculation allows 

the researcher to make a quick determination of sample size 

while avoiding the overwhelming statistical notations and the 

mathematical derivations (6). The main objectives of this work 

are to present a review of the formulas for calculation of sample 

size for common research designs, to provide these rules in the 

simplest possible forms, and to explore sample size for various 

scenarios (i.e., different values of power and effect size, etc.). In 

addition, an easy-to-use Excel sheet was developed by the au-

thor to implement these rules and is available as a supplemen-

tary file for interested users.  

Factors affecting sample size and related statis-

tical terminology 

Many factors affect the calculation of the required sample 

size including the study design, one-sided or two sided hypothe-

sis testing, the sampling method, the type of population being 

sampled (homogenous or heterogeneous), the dropout rate (or 

mortality rate), the nature of the outcome being measured (binary 

or continuous), the effect size, the statistical power, the signifi-

cance level, and the variability in the population. The number of 
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predictors in the regression model, R-square, and effect size are 

important factors to consider when determining sample size for 

regression analysis. For a good overview of factors influencing 

sample size determination, the reader is referred to other reviews 

in the literature (4, 7-11). Table (1) provides a summary of the 

main statistical terms related to sample size calculation and their 

effect on the required sample size.  

Table (1): Summary of the statistical terminology and the main 

factors affecting the required sample size. 

Term or factor Effect on sample size 

Significance level, α: the 

probability of Type 1 error, or 

the false positive rate. It is the 

probability to falsely reject the 

null hypothesis and is set by 

the researcher. The typical 

value used is 0.05. 

The sample size increases 

as α decreases and vice 

versa 

Statistical power: is the prob-

ability to reject a false null hy-

pothesis of no effect or no dif-

ference, i.e., the ability of the 

statistical test to detect a true 

significant effect. Power = 1-β, 

where β is the probability of 

Type 2 error (probability of not 

rejecting a false null hypothe-

sis). A typical value of 80% is 

generally used by researchers 

for statistical power. 

The sample size increases 

as statistical power in-

creases and vice versa 

Effect size: the magnitude of 

the effect or difference to be 

tested; for example, the differ-

ence between the treatment 

and control groups. 

The sample size deceases 

as the effect size increases 

and vice versa. 

One-sided vs. two-sided hy-

pothesis testing: a one-sided 

hypothesis tests if the param-

eter is larger or smaller than a 

hypothesized value while a 

two-sided hypothesis tests if 

the parameter is different from 

a specified value. 

The required sample size is 

smaller for one-sided tests 

compared to two-sided 

tests (because Zα < Zα/2). 

Population standard devia-

tion, σ: quantifies the variabil-

ity among units in the popula-

tion. 

As σ increases, the re-

quired sample size in-

creases and vice versa 

Population proportion, P: 

the portion of the population 

having the investigated char-

acteristic (e.g., prevalence of 

the disease, proportion of 

smokers, etc.)  

The sample size is maxi-

mum at P = 0.50 and de-

creases P gets closer to 0 

or 1. 

Margin of error: refers to the 

level of precision required. It is 

half the width of the desired 

confidence interval. Also 

called the maximum error of 

the estimate and is defined as 

the maximum likely difference 

between the point estimate of 

The sample size increases 

as the desired margin of er-

ror decreases and vice 

versa 

the parameter and the true 

value of the parameter. 

Nature of the sampled popu-

lation: refers to how similar 

are the sampling units in the 

population (homogenous or 

heterogeneous).  

Homogenous populations 

require less sample size 

compared to less homoge-

neous populations because 

of lower variability when the 

population is homogenous. 

Dropout rate (or mortality 

rate): the percentage of the 

subjects or units in the sample 

who drop out or die during the 

course of the study.  

The required sample size 

increases as the expected 

drop out rate increases and 

vice versa. 

R-square: the proportion of 

the total variation in the de-

pendent variable that is ex-

plained by the set of predictors 

in the regression model. 

The required sample size 

increases when a higher R-

square is deemed accepta-

ble and vice versa. 

Number of predictors (in the 

regression model) 

The required sample size 

increases as the number of 

predictors increase and 

vice versa. 

Type of study The sample size required 

for descriptive studies 

(such as those based on 

surveys and question-

naires) is larger than that 

required for analytical stud-

ies. Observational studies 

need larger samples than 

experimental studies 

Qualitative vs. quantitative 

research 

Quantitative research is 

generally based on larger 

samples than qualitative re-

search 

Binary vs. continuous out-

comes: binary outcomes in-

volve outcomes with two cate-

gories (for example, yes/no or 

presence/absence responses) 

Binary outcomes require 

larger sample size than 

continuous outcomes 

Sample size calculation 

Some of the early approaches to deal with sample size de-

termination in experiments include Cochran and Cox (1957), 

Harris et al. (1948), Harter (1957), Tang (1938), and Tukey 

(1953) (12-16). Most approaches are based on detecting differ-

ences of a specified size or obtaining confidence intervals not 

larger than a stated width. The first approach will be illustrated 

herein for determining sample size to test means, and the sec-

ond approach is illustrated in determining sample size to test pro-

portions. Other available approaches will be also discussed. 

Sample size calculation for testing means 

Based on the first approach, a general formula to determine 

the minimum sample size required for testing means with a 

stated effect size is given by Steel et al. ,1997 (3) as follows (with 

slightly modified notation and arrangement): 

𝑛 =  
(𝑍𝛼

2
+𝑍𝛽)

2

∆2

𝜎𝐷
2

                                                                                            (1) 
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where, n is the sample size per group, 𝛼 is the desired sig-

nificance level (probability of Type 1 error, that is the probability 

to falsely reject H0), 𝛽 is probability of Type 2 error (probability 

of not rejecting a false H0, with the power of the test defined as 

1- 𝛽), ∆ is the true difference or effect size to be tested (e.g., 𝜇1 −

𝜇0,   𝜇1 − 𝜇2, for single group and two groups, respectively) and 

𝜎𝐷
2 depends on the research design, and hence, the statistical 

test used.  For pre-test/post-test design (before-after design), 𝜎𝐷
2 

is the variance of the differences. For other designs, it is defined 

in terms of the error variance, 𝜎2 (𝜎𝐷
2 = 𝜎2 for single-group de-

sign and 𝜎𝐷
2 = 2𝜎2 for designs involving two or more groups in-

cluding independent-groups designs and the randomized com-

plete block design). The values 𝑍𝛼/2 and 𝑍𝛽 are critical values 

obtained from the standard normal distribution such that 

𝑃 (𝑍 ≥ 𝑍𝛼

2
) =  𝛼/2 and 𝑃(𝑍 ≥ 𝑍𝛽) =  𝛽. The typical values used 

by most researchers are 0.05 for 𝛼 and 0.20 for 𝛽 (i.e., power = 

80%).  If one-tailed test is desired instead of a two-tailed test, 

then 𝑍𝛼

2
 is replaced by 𝑍𝛼 (in this case the required sample size 

will be smaller).  

The main problem with this approach is that 𝜎2 is usually not 

known and an estimate is needed. If 𝜎2 is underestimated, n is 

too small and if 𝜎2 is overestimated, n is too large (3). The prob-

lem is cleverly solved by defining ∆ in terms of  𝜎, i.e., using a 

standardized effect size. Therefore, if we define the standardized 

effect size  𝛿 =
∆

𝜎
  (or 𝛿 =

∆

𝜎𝐷
  for the pre-test/post-test design), 

then Equation (1) becomes: 

𝑛 =  
𝑘(𝑍𝛼

2
+𝑍𝛽)

2

𝛿2
                                                                      (2) 

where k =1 for single-group and pre-test/post-test designs, 

and k =2 for the independent groups (e.g., the completely ran-

domized design) and the randomized complete block designs. If 

we apply the typical values of 0.05 for 𝛼 (𝑍𝛼 = 1.64, 𝑍𝛼/2 = 1.96)  

and 0.20 for 𝛽 (𝑍𝛽 = 0.84), then Equation (2) is further simplified 

to: 

 𝑛 =  
7.85 𝑘

𝛿2
   ,   for two-tailed tests                                 (3)   and 

 𝑛 =  
6.15 𝑘

𝛿2
    , for one- tailed tests                                                     (4) 

     Therefore, for two-tailed tests, 𝑛 =  
7.85

𝛿2
 for single sam-

ples and before-after designs, and 𝑛 =  
15.70

𝛿2
 for independent-

groups and randomized complete block designs. Allen, 2011 (6) 

suggested using  𝑛 =  
16

𝛿2
 as a rule of thumb for calculating sam-

ple size for two-independent groups (two-tailed t-test). 

Because the critical values are obtained from the standard 

normal distribution, a correction must be made to the sample size 

to account for t-distribution as follows (3): 

𝑛∗ = 𝑛
(𝑑𝑓+3)

(𝑑𝑓+1)
                                                                  (5) 

where df  is the error degrees of freedom for the specified 

design. Both n and n* are rounded to the largest integer value.  

Sample size calculation for testing proportions 

The sample size for testing proportions is usually determined 

based on obtaining confidence intervals not larger than a stated 

width. For testing population proportion (e.g., disease preva-

lence) using a single sample, the following formula is used (17): 

𝑛 =  
(𝑍𝛼

2
+𝑍𝛽)

2

[𝑃(1−𝑃)]

𝑑2
                                                                  (6) 

where P is the assumed population proportion and d is the 

margin of error which is equal to  half-width of the confidence 

interval with a desired (1 − 𝛼)100% confidence cofficient. The 

problem here is that an estimate of P is required. If no previous 

information is available on P, the researcher can use P = 0.50 

which results in the maximum sample size ([𝑃(1 − 𝑃)] is maxi-

mum when P = 0.50).  

Equation (6) assumes that sampling is from an infinite popu-

lation. The sample size is corrected for finite population size as 

follows (17): 

𝑛∗ =
𝑛𝑁

𝑛+(𝑁−1)
                                                                                   (7) 

where N is the population size. Note that n* is smaller than 

n, that is, correction results in smaller sample size as sampling 

from a finite population is more efficient than sampling from an 

infinite population. Correction can be ignored when the sampling 

fraction (n/N) is small.  

For testing the difference between two proportions (two-in-

dependent samples), the following formula is used (18-20): 

𝑛 =  
(𝑍𝛼

2
+𝑍𝛽)

2

[𝑃1(1−𝑃1)+𝑃2(1−𝑃2)]

(𝑃1−𝑃2)2
                                              (8) 

where n is the sample size per group, 𝑃1 and 𝑃2 are the as-

sumed proportions in group 1 and group 2, respectively. A cor-

rection for finite population sizes is performed as follows: 

𝑛∗ =  
(𝑍𝛼

2
+𝑍𝛽)

2

[𝑓1𝑃1(1−𝑃1)+𝑓2𝑃2(1−𝑃2)]

(𝑃1−𝑃2)2
                                          (9) 

where  𝑓1 =
𝑁1−𝑛

(𝑁1−1)
 , and 𝑓2 =

𝑁2−𝑛

(𝑁2−1)
  with N1 and N2 the sizes 

of the populations being sampled. As was pointed out for single 

proportion, the correction for finite population sizes can be ig-

nored when the ratio of the sample size to the population size is 

small (e.g., less than 0.02). 

Sample size considerations for multiple testing 

In many experiments, the researcher is interested in making 

pairwise comparisons among several treatment groups. Multiple 

tests end up being performed in a single experiment. This raises 

the issue of Type 1 error rate in multiple testing. In the previous 

sections, the significance level, 𝛼, was defined as the probability 

of Type 1 error for a single comparison (single test). If m inde-

pendent comparisons are performed, then the probability that at 

least one null hypothesis is falsely rejected is 1 − (1 − 𝛼)𝑚 which 

is larger than 𝛼. This is usually called the family-wise error rate, 

FWER (3, 21). For example, if the researcher wishes to perform 

five independent pairwise comparisons, then FWER = 0.226 for 

𝛼 = 0.05. Several approaches have been proposed to correct the 

significance level for multiple testing. The most common are the 

Sidak correction (also called the Sidak-Dunn correction) and the 

Bonferroni correction. Based on Sidak correction (22, 23), if a 

family-wise error rate = 𝛼` is desired (typically 𝛼`= 0.05), then the 

required significance level for each individual test is calculated 

as 𝛼 = 1 − (1 − 𝛼`)(1/𝑚), while the Bonferroni correction (22, 24) 

uses 𝛼 = 𝛼`/𝑚,  and both give a value of  0.01 for m = 5 and 𝛼` =

0.05. In this particular example, the researcher will use a signifi-

cance level of 0.01 instead of 0.05 in calculation of the sample 

size required to control the family-wise error rate.  

The Sidak and the Bonferroni corrections are considered 

very conservative when the number of tests is large and when 

the tests are not independent (22). Therefore, alternative ap-

proaches have been proposed to make the correction less strin-

gent (e.g., 25-27). The procedure by Benjamini and Hochberg, 
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1995 (25) is based on reducing the false discovery rate (FDR) 

instead of the family-wise error rate (22). If the pairwise compar-

isons are not independent as in most experiments, one can use 

the correction suggested by John W. Tukey (28):  𝛼 = 1 −

(1 − 𝛼`)(1/√𝑚). This results in a larger α (0.02 compared to 0.01 

for the example above), and hence smaller sample size is re-

quired than when independence is assumed (21).  

Sample size for other research designs 

The focus in this review was on some widely used experi-

mental designs particularly in agricultural, environmental, social 

and life sciences. Other designs like case-control and cohort 

studies are very common in medical studies. Interested readers 

may consult other reviews (e.g., 29, 30) for further details on 

sample size determination for such designs. Furthermore, sev-

eral online tools are available to determine sample size require-

ments for such designs (e.g., Epitools-Epidemiological Calcula-

tors site available at: http://epitools.ausvet.com.au/samplesize). 

Allen, 2011 (6) extended the formula used for two-independent 

samples to accommodate the repeated measures design. Cross-

over designs (within-subject design where the same subject re-

ceives different treatments during different periods in random or-

der) are also popular in medical trials. Siyasinghe and 

Sooriyarachchi, 2011 (31) provided guidelines for calculating 

sample size in 2x2 crossover trials while Moxely, 2021 (32) pro-

vided a review of sample size and efficacy of these designs. 

Dharmarajan et al., 2019 (33) proposed two new sample size 

estimation methods that provide a more accurate estimate of the 

true required sample size for the case-crossover studies than the 

traditionally used Dupont formula which was originally developed 

for matched case-control studies (34).  

Regression analysis is very important in many research 

fields, particularly, agricultural, environmental and social sci-

ences. Several methods have been proposed to deal with sam-

ple size determination for both linear and logistic regression anal-

yses (35-39).  

The equations presented herein for testing two proportions 

assume independent samples. Conor, 1987 (40) presented sam-

ple size calculations for testing differences in proportions for the 

paired-sample design. Divine et al., 2013 (41) reviewed sample 

size calculations for different Wilcoxon tests (nonparametric 

tests). In addition, the present review assumed equal group 

sizes, the readers are referred to the review by Whitley and Ball, 

2002 (11) where unequal group sizes were also described.  

 

Other statistical methods for calculation of sample size  

In the previous sections, the focus was on formula-based 

techniques for calculating the required sample size (closed-form 

solutions) These widely used methods for sample size determi-

nation are based on the frequentist approach where prior point 

estimates need to be specified. One problem is that we are gen-

erally uncertain about these prior estimates and this uncertainty 

is not accounted for by the frequentist methods. In contrast, 

Bayesian methods (e.g., 42-45) can deal with the uncertainty as-

sociated with prior information by replacing the prior point esti-

mate by a prior distribution which is then updated to a posterior 

distribution using Bayes rule. Brus et al., 2022 (46) provided an 

excellent overview of both approaches with application to deter-

mine the number of sampling locations required for soil survey. 

Another approach for estimating sample size is by simulation. 

The basis for simulation methods is the general approach for es-

timating power presented by Feiveson, 2002 (47). Simulation-

based methods are iterative techniques which start by generat-

ing a data set with an initial size from a given distribution and 

then calculating the statistical power (or any other criteria like 

minimum error, R-square, etc). The sample size is then itera-

tively modified, repeating power calculation, until a sample size 

with a certain desired value of power is reached (48, 49). Simu-

lation-based determination of sample size can be implemented 

with codes using existing standard statistical software (50). How-

ever, when complex models are involved, specialized complex 

algorithms are required.  The major disadvantage of Bayesian 

methods and simulation-based methods is that they are compu-

tationally intensive which has restricted their application. 

Software and web applications for determination of sample 

size 

Many software programs and web applications are freely 

available for calculation of sample size. Researchers should be 

careful to which resources to use as some online calculators may 

give erroneous calculations as outlined by Meysamie et al., 2014 

(5). Researchers also need to choose the most relevant resource 

for the type and design of the study they intend to carryout. Some 

widely used software and online calculators (commercial and 

free) are listed in Table (2) with information on calculation meth-

ods and where to access them.   

Table )2(: Examples on available software and web applications for calculation of sample size 

Software or web application Determination Method Where to access 

Epitools-Epidemiological calculators 

(Free web application) 

Formula-based (51)  http://epitools.ausvet.com.au 

Select Statistical Services Calcula-

tors 

(Free web-application) 

Formula-based https://select-statistics.co.uk/calculators/ 

G*Power 

(Free software) 

Simulation 

(52, 53) 

https://www.psychologie.hhu.de/arbeitsgrup-

pen/allgemeine-psychologie-und-arbeitspsycholo-

gie/gpower 

Scalex and ScalaR calculators  

(Free software) 

Simulation (54) https://sites.google.com/view/sr-ln/ssc 

Psychometroscar  

(Free software) 

Simulation (39) https://psychometroscar.com/2018/07/31/power-

analysis-for-multilevel-logistic-regression/ 

nQuery  

(Commercial software) 

Multiple (Formula-based, Bayesian, 

and adaptive design) 

www.statsols.com/nquery 

Power and Precision  

(Commercial software) 

Power analysis software https://www.power-analysis.com/ 

http://epitools.ausvet.com.au/
https://psychometroscar.com/2018/07/31/power-analysis-for-multilevel-logistic-regression/
https://psychometroscar.com/2018/07/31/power-analysis-for-multilevel-logistic-regression/
http://www.statsols.com/nquery
https://www.power-analysis.com/
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Illustration data   

Testing means 

Figure (1) shows the required sample size for pre-test/post-

test designs and for various scenarios of power and standardized 

effect size for one-tailed and two-tailed tests. A significance level 

of 0.05 was used in the calculations. The graph illustrates that 

the required sample size is larger for two-tailed tests compared 

to one-tailed tests and increases with increased power and for 

smaller effect size. However, power becomes less important as 

the effect size exceeds 1.5 standard deviations.  

  

Figure (1): Sample size calculations for pre-test/post-test designs. Calculations were based on a significance level of 0.05.

Table (3) shows sample size calculations for independent-

groups designs (e.g., the completely randomized design) and the 

randomized complete block design with different number of treat-

ments or groups and size effects. Calculations were based on a 

two-tailed test, a significance level of 0.05 and power of 80% 

(𝛽 = 0.20). The number of treatments has almost no effect on 

sample size requirement. Furthermore, both types of designs re-

quire closely similar sample sizes for the same number of treat-

ments and effect size. However, because randomized block de-

signs are more efficient than independent-groups designs (less 

error variance is expected due to blocking), researchers can as-

sume larger effect size when determining sample size for ran-

domized block designs. For a two-tailed test and typical power 

of 0.80, the group size required to detect a size effect of 0.5 to 3 

standard deviations varies from 3 to 65 replicates per treatment.   

Table (3): Sample size calculations for the independent-groups design and the randomized complete block design for various scenarios of 

effect size and number of treatments. 

Effect size 

Number of treatments or groups 

2 3 4 5 6 7 2 3 4 5 6 7 

n*, a 

Independent-Groups Design Randomized Complete Block Design 

0.50 64 64 64 64 64 64 65 64 64 64 64 64 

0.75 29 29 29 29 29 29 30 29 29 29 29 29 

1.00 17 17 17 17 17 16 18 17 17 17 17 17 

1.25 12 11 11 11 11 11 12 12 11 11 11 11 

1.50 9 8 8 8 8 8 9 9 8 8 8 8 

1.75 7 6 6 6 6 6 7 7 6 6 6 6 

2.00 6 5 5 5 5 5 6 6 5 5 5 5 

2.25 4 4 4 4 4 4 5 4 4 4 4 4 

2.50 4 4 4 3 3 3 5 4 4 4 3 3 

2.75 3 3 3 3 3 3 4 3 3 3 3 3 

3.00 3 3 3 3 3 3 4 3 3 3 3 3 
a n* = minimum number of replicates per treatment assuming α = 0.05, 𝛽 = 0.20 (power = 80%), and two-tailed tests. 

Testing proportions 

As shown in Figure (2), the required sample size is largely 

affected by the assumed value of P. It is maximum at P = 0.50 

and decreases symmetrically as P gets closer to 0 or 1. There-

fore, if no prior information is available on P, then the researcher 

can safely assume P = 0.50. Power has large impact on the re-

quired sample size when P is intermediate but its effect dimin-

ishes as P approaches 0 or 1. 
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Figure (2): Sample size required for testing single population 

proportion for various values of power and P. Calculations were 

made using  𝛼 = 0.05 (95% CI), d = 0.05, and assuming two-

tailed test and infinite population size.  

Figure (3) shows corrected sample size for n = 100 and var-

ious values of N. Correction for finite population size can be ne-

glected only when the sample size is very small compared to the 

population size, i.e., when the sampling fraction, n/N, is small 

(less than 0.02 in the simulated graph).  

 

Figure (3): Corrected sample size (n*) in relation to population 

size (N). Calculations were made for n = 100 with n*= nN/[n+(N-

1)].  

The sample size required per group depends largely on 𝑃1 −

𝑃2 (the required sample size decreases as the difference in-

creases and vice versa), while power has little impact when 𝑃1 −

𝑃2 exceeds 0.25 (Figure 4).  These sample sizes presented in 

Figure (4) were calculated assuming infinite population sizes.  

 

Figure (4): Sample size required per group for testing two pro-

portions for various values of power and 𝑃1 − 𝑃2. Calculations 

were made using  𝛼 = 0.05 (95% CI), and assuming two-tailed 

test and infinite population sizes. 

Multiple testing 

Table (4) shows the values of the family-wise error rate when 

no adjustment is made for multiple testing and the corrected sig-

nificance level, α, that needs to be used for pairwise compari-

sons when an overall error rate of 5% (𝛼`= 0.05) is desired. The 

data are shown for up to twenty multiple comparisons based on 

Sidak and Bonferroni corrections for independent tests and 

Tukey correction for dependent tests. The data demonstrates 

that the required significance level gets smaller as the number of 

comparisons increases but the adjustment is less stringent (the 

required significance level is larger) if we assume dependent 

tests compared to independent tests. Note also that the cor-

rected significance level values are very similar for both Sidak 

and Bonferroni corrections for independent tests. 

Table (4): Required significance level in calculation of sample 

size to control for the family-wise error rate in multiple testing. 

Number 

of com-

pari-

sons 

Family-

wise Er-

ror Rate a 

Corrected significance level (𝜶) b 

Sidak 

correc-

tion 

Bonfer-

roni cor-

rection 

Tukey 

correc-

tion 

1 0.0500 0.0500 0.0500 0.0500 

2 0.0975 0.0253 0.0250 0.0356 

3 0.1426 0.0170 0.0167 0.0292 

4 0.1855 0.0127 0.0125 0.0253 

5 0.2262 0.0102 0.0100 0.0227 

6 0.2649 0.0085 0.0083 0.0207 

7 0.3017 0.0073 0.0071 0.0192 

8 0.3366 0.0064 0.0063 0.0180 

9 0.3698 0.0057 0.0056 0.0170 

10 0.4013 0.0051 0.0050 0.0161 

11 0.4312 0.0047 0.0045 0.0153 

12 0.4596 0.0043 0.0042 0.0147 

13 0.4867 0.0039 0.0038 0.0141 
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Number 

of com-

pari-

sons 

Family-

wise Er-

ror Rate a 

Corrected significance level (𝜶) b 

Sidak 

correc-

tion 

Bonfer-

roni cor-

rection 

Tukey 

correc-

tion 

14 0.5123 0.0037 0.0036 0.0136 

15 0.5367 0.0034 0.0033 0.0132 

16 0.5599 0.0032 0.0031 0.0127 

17 0.5819 0.0030 0.0029 0.0124 

18 0.6028 0.0028 0.0028 0.0120 

19 0.6226 0.0027 0.0026 0.0117 

20 0.6415 0.0026 0.0025 0.0114 

a Family-wise error rate if no correction is made for multiple tests  

= 1 −  (1 − 𝛼)𝑚  for m independent pairwise test. 

b Calculations of 𝛼 were made to control the familywise error rate 

at 0.05 level (𝛼` = 0.05).  

Reporting sample size determination by re-

searchers 

It is very important in this review to highlight the need for 

transparent reporting of sample size calculations in research ar-

ticles. Some studies (55) surveyed published research and con-

cluded that sample size calculation is still inadequately reported 

and often erroneous or based on assumptions that are frequently 

inaccurate. Guidelines and recommendations have been devel-

oped for reporting the outcomes of scientific studies including 

sample size calculations, such as the Consolidated Standards of 

Reporting Trials (CONSORT) 2010 statement developed for ran-

domized controlled trials (56, 57) and its 2022 extension (58) and 

the SPIRIT 2013 statement for clinical trial protocols (59, 60). 

Researchers need to adhere to these guidelines and ensure ac-

curate and complete reporting of sample size determination and 

resources used in calculations, which will contribute to improving 

the quality of scientific publications. 

Emerging trends and future directions 

Sample size calculation will continue to be an important is-

sue due to its major impact on the results of research. Emerging 

trends in sample size calculation include adaptive trial designs 

(which involve re-estimation of sample size based on accumulat-

ing interim data to achieve the desired power) and implementa-

tion of the “promising zone’ design in clinical trials. The promising 

zone design was first described by Mehta and Pocock, 2011(61) 

based on earlier work by Chen et al., 2004 (62). For further de-

tails on adaptive designs and the promising zone design, the 

reader is referred to the reviews by Pallmann et al., 2018 (63) 

and Edwards et al., 2020 (64), respectively. The extension of 

these designs to other types of studies should be investigated in 

the future. Developing easy-to-use software programs for imple-

menting Bayesian and simulation-based methods while reducing 

their computational burden will facilitate their practical applica-

tion by researchers. A comprehensive study of available online 

sample size calculators (their features, advantages and limita-

tions) to filter out unreliable resources would help researchers to 

avoid inaccurate calculations. 

Conclusion 

This work presented an overview of the methods for the cal-

culation of the required sample size for common experimental 

designs and presented the calculation equations in the most pos-

sible simple forms.  In addition, the calculations were illustrated 

with simulated data. This review, along with the developed Excel 

calculation sheet, will make it easier for researchers to under-

stand, choose, apply, and correctly report the appropriate sam-

ple size calculations for their studies. 
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