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Abstract: Evidence-based practices in agricultural extension programs must be guided by 
precise evaluation strategies and reliable data. Methods like randomized controlled trials (RCTs) 
are vital for assessing specific program interventions. However, not all studies use experimental 
designs, and their quality varies, as noted in a 2010 World Bank study. RCTs, known for 
providing robust impact assessments, involve complex steps and are applied in various fields. 
This guide focuses specifically on RCTs used for agricultural extensions; a topic covered less 
often than clinical trials. More precisely, this guide provides (1) definitions and key steps for 
RCTs, (2) a simplified RCTs study design methodology, (3) an exploration of challenges and 
mitigation, and (4) a summary of relevant RCTs studies in extensions. This guide is formulated 
to enhance the present understanding of RCTs and elaborate on the ways to use them in their 
application in agricultural research. Furthermore, the goal here is to make sure that our policies 
and methods are presented with solid evidence. This approach is meant to encourage the 
implementation of agricultural practices that are not only more effective but also sustainable.  
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Introduction

Studying and gaining a complete understanding of RCTs 

(Randomized Controlled Trials) in agriculture helps us really 

understand how they are used and what they can do in farming 

and making policies to improve agricultural outcomes. These 

trials are famous for their careful way of collecting data, and they 

have had a huge impact on policies in various fields like social 

sciences and development studies. Additionally, RCTs hold even 

greater significance in medical research, where they are 

considered the gold standard for evaluating interventions and 

treatments. However, in the context of agricultural research, their 

adoption is increasingly recognized as a crucial tool for 

generating robust, evidence-based policies and practices. This 

got a lot of attention worldwide when Abhijit Banerjee, Michael 

Kremer, and Esther Duflo won the Nobel Prize in Economics in 

the year 2019 for using RCTs to overcome poverty issues. [1] (p. 

253). 

In agricultural research, RCTs are highly valuable and have 

been widely used to evaluate the impact of various technologies 

and interventions, such as different types of fertilizers, 

pesticides, and animal feeds. This allows for precise 

measurement of intervention effectiveness at the field level [1] 

(p. 253). Despite the proven impact of RCTs, evidence suggests 

that they are underutilized in agricultural policymaking, 

particularly in the Middle East. According to [2] (p 351), 

experimental design has gained increasing importance in impact 

evaluation, yet its application remains limited in agricultural 
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advisory services. This underuse highlights the potential for 

agricultural economists and researchers to leverage RCTs more 

extensively to inform and develop resilient, sustainable 

agricultural policies [1] (p. 253). 

Agricultural extension programs are of great importance in 

agricultural development. This is evident through the 

dissemination of knowledge and best practices, which results in 

improved farmer behaviors, productivity, and livelihoods. These 

programs are a binder in sustainable agricultural development 

by merging practical research to field application [3-10]. 

Nevertheless, the question of whether international aid 

contributes to the success of agricultural development programs 

or not has been raised through suboptimal outcomes that led to 

the call for the need for impact evaluations. Evaluations of this 

type are common in the social sector, but their usage in 

agricultural extension is limited, highlighting the need for more 

advanced knowledge and methodological development [11]. 

RCTs, famed for their solid approaches to establishing 

causality, are essential in building evidence-based programs and 

policies in agricultural extension research. A 2010 World Bank 

review highlighted a significant gap in this area: from almost 25 

thousand studies, only 86 were revealed to be true impact 

evaluations, however, only 6% of them were experimental. This 

underscores the necessity to broaden the implementation of 

experimental methods in agricultural extension research [12]. 
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The RCTs design that was meant to compare different 

extension methods has not been applied due to high costs, as 

the research budget must cover data collection, evaluation, and 

the actual implementation of extension treatments [13] (pp. 100–

115). In countries with limited capacities, pilot studies using 

experimental methods are vital for policymakers, especially in 

developing nations where resources are scarce. Rigorous pilot 

RCTs studies could prevent policies from underperforming and 

optimize resource utilization [14]. 

This article rigorously examines and synthesizes insights 

from existing research on RCTs in agricultural extension 

program evaluation, integrating scholarly works from [1, 11, 15, 

16]. The objective is to facilitate the design and implementation 

of effective RCTs in this sector, providing a detailed, accessible 

guide to enhance future scholarly work in crucial areas of 

agricultural development. 

Objective 

We present concise and focused key information, as well as 

practical guidelines and tips that can help agricultural extension 

researchers plan and conduct RCT-based studies. This guide 

provides [1] definitions and key steps for planning and 

conducting RCTs, [2] simplified methodologies for RCTs study 

designs, [3] an overview of potential challenges and strategies 

for mitigation, and [4] a summary of relevant RCTs studies in 

extensions. This guide caters to a diverse academic audience, 

encompassing both newcomers and seasoned researchers in 

the field of agricultural extension. In this guide, more materials 

are added to provide practical examples and detailed insights 

that are helpful for even those who are not familiar with these 

practices. 

Distinct value of this guide 

Building on the foundational work of Gertler et al. [17] and 

Duflo, Glennerster, and Kremer [18], our guide stands out by 

extending RCTs methodologies to the complex, often-

overlooked challenges of evaluating agricultural extension 

programs. Unlike previous research, which primarily focused on 

product-based interventions, our guide addresses "soft" 

components like knowledge dissemination, decision-making, 

and long-term behavioral change—key factors in agricultural 

success but difficult to measure with traditional RCTs 

frameworks. 

What truly sets this guide apart is its focus on bridging 

academic research with practical application. With step-by-step 

instructions and a strong emphasis on capacity building, it makes 

advanced RCTs designs—such as multi-arm trials and cluster 

randomization—accessible to field practitioners. Even those with 

limited technical expertise can apply these methodologies 

effectively in agricultural settings. 

Additionally, our guide provides detailed guidance on power 

and sample size calculations, randomization methods, and a 

comparative analysis of impact evaluation methodologies. It 

positions RCTs within the broader context of agricultural 

research, showing how they complement other experimental 

designs. 

To ensure practical application, we include selected 

software tools for key calculations and examples to clarify 

complex concepts. We also address logistical barriers, farmer 

engagement, and variability in field conditions, providing real-

world solutions and mitigation strategies for consistent 

implementation. 

By integrating case studies and offering a comprehensive 

framework for assessing both short- and long-term impacts, our 

guide serves as a valuable tool for those seeking to measure the 

lasting effects of agricultural interventions, particularly in regions 

facing budget constraints and efficiency concerns. 

RCT Fundamentals  

Definition of RCTs  

RCTs, short for Randomized Controlled Trials, are a 

quantitative research methodology that uses controlled 

conditions and random allocation to reveal or affirm causal 

relationships in studies, offering the utmost precision and 

consistency. These trials involve grouping cohorts (study 

participants or experimental units) into intervention and control 

groups, thereby broadly assessing the effectiveness of 

agricultural extension services [19] (p. 1). With the advancement 

in agricultural development, RCTs have been emerging as 

trustworthy tools. These trials involve grouping cohorts into 

intervention and control clusters, hence broadly assessing the 

effectiveness of agricultural extension services [20] (p. 1). RCTs 

are specifically designed to minimize selection bias and 

accurately measure the impact of interventions. They achieve 

this by comparing treatment and control groups, where random 

assignment ensures comparability across these groups, thereby 

eliminating any potential bias. This approach is crucial for 

deriving clear, unbiased insights from a study, ensuring that the 

results are solely attributable to the intervention being tested [15] 

(p. 4), [1] (p. 254). 

In cluster randomized controlled trials (c-RCTs), 

randomization is not conducted on individual patients [farmers] 

but rather on groups of patients [farmers], such as those defined 

by geographical area, hospital, or school [21] (p. 132). 

Evolution of Randomized Controlled Trials 

The origins of randomized evaluations can be traced to the 

18th century when James Lind's experiment with sailors 

revealed that citrus fruits can prevent scurvy, enabling modern 

clinical trials [22]. The perception of treatment and control in 

experiments was further developed in the 1920s by Neyman and 

Fisher, whose work in the field of agriculture allowed Fisher's 

influential publication, "The Design of Experiments" [23], with 

contributions by Laura Feeney and Claire Walsh. The use of 

government-sponsored randomized trials expanded in the latter 

half of the 20th century, shifting the focus of research subjects 

from plants and animals to human participants [23]. This 

evolution marked the beginning of an era in which randomized 

evaluations have become a cornerstone methodology in various 

fields that are continuously adapting and growing over time [1] 

(p. 254). 

What Can RCTs Measure? 

RCTs generally address one evaluation question of 

interest—effect size—while potentially neglecting other 

important evaluation questions [11] (p. 3). 

Benefits of Employing RCTs: 

The primary advantage of RCTs lies in the process of 

randomization itself, which significantly mitigates confounding 

factors, both known and unknown. While non-randomized 

studies can adjust for identifiable confounders, dealing with 

unmeasured or unknown confounders is considerably more 

challenging, though certain methods exist for this purpose. 

Randomization enables causal inferences to be drawn about the 
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relationship between the intervention or exposure and the 

observed outcome. 

The additional advantages of RCTs arise from the controlled 

and prospective design. Their structure makes it possible to fine 

tune the different parameters of the intervention, such as its 

schedule, frequency, and length. What’s more is that blinding, 

the concealment of the allocation of treatments, is often possible 

in RCTs, thus reducing bias and ultimately increasing the 

reliability of the results. 

Moreover, statistical reliability and causality are two areas 

where RCTs are highly regarded, as noted by Athey and Imbens 

[24]. They excel at providing credible causal inferences, which is 

essential for reducing biases that may distort observational 

studies. Bhide et al. [19] underscored the effectiveness of RCTs 

in this regard and emphasized their superior credibility compared 

to observational approaches. 

Dhehibi et al. [15] acknowledge that RCTs have a strong 

statistical foundation and significantly advance evidence-based 

policymaking. Furthermore, Bhide et al. [19] highlight that the 

replicability and generalizability of RCTs results are important 

advantages that enhance their applicability. 

Furthermore, Groenwold et al. [25] emphasize that ethical 

elements inherent in RCTs, such as fair random allocation, 

guarantee the integrity of studies and assist decision-makers in 

accurately identifying the true impacts of interventions. Guo et al. 

[26].provide additional evidence that RCTs are less prone to bias 

than observational research, reinforcing the superiority of 

randomized experiments in obtaining reliable results. 

Downsides to Applying RCTs  

RCTs are limited in scope and are likely to ignore some 

crucial aspects of a program evaluation. By way of illustration, 

they do not comprehensively analyze internal efficiencies of the 

activities, do not explain the mechanism by which the programs 

produce results, and not sufficiently assess how well intervention 

activities match the core needs and objectives of the 

beneficiaries. Besides these limitations, there are a lot of other 

essential evaluating questions that RCTs usually don’t include, 

which indicates the need for a more comprehensive approach 

that would cover all the necessary aspects [11] (p. 3). 

Doss [27] highlights the limitations of non-experimental 

approaches, which are primarily their descriptive nature and 

inability to fully tackle complex research questions. In contrast, 

Guo et al. [26] focus on filling gaps in the literature by considering 

factors such as gender and secondary employment. They 

emphasize that the methodology of RCTs offers major 

advantages, including the prevention of selection bias, which 

leads to more accurate evaluation of treatment effects [26]. 

Characteristics of RCTs 

RCTs have particular characteristics which make them 

different from the rest. First of all, they would possibly have the 

strict inclusion and exclusion criteria which would lead to the 

participant pool that is not completely representative of the 

general population, thus, limiting the generalizability of study’s 

outcome. In addition, the RCTs are mostly carried out in the 

controlled, perfect environments that are very far from the real 

world conditions, thus limiting the feasibility of their results [28] 

(p. 582). 

Furthermore, because of the complex planning and 

execution of RCTs, they are costly and time-consuming. In 

certain situations, such as rare conditions or when randomization 

is impractical or ethically dubious, conducting RCTs is not 

feasible. These aspects collectively challenge the effectiveness 

and relevance of RCTs in some scenarios [28] (p. 582). 

Additionally, RCTs require large sample sizes to ensure their 

precision and sufficient statistical power. Conducting power 

calculations is crucial to determining the sample size needed to 

identify statistically significant effects in both treatment and 

control groups [15] (p. 6). 

RCTs Stand Out from Other Impact Evaluation 

Methods 

In impact evaluations, experimental methods like RCTs are 

preferred due to their minimal, testable assumptions and ability 

to yield unbiased, precise estimates with an adequate sample 

size. Propensity score matching, regression discontinuity 

design, and difference-in-differences are examples of quasi-

experimental techniques, are more assumption-heavy and 

challenging to validate [1]. RCTs are widely regarded as the gold 

standard in this field, as noted by [17]. For more information, 

consult the comparative analysis found in Appendix A, Table A1. 

Comparison of Experimental Designs: 

This section provides an overview of key experimental designs, 

highlighting their core principles and demonstrating how they 

complement RCTs in agricultural extension evaluations. By 

exploring the use of Completely Randomized Design (CRD) and 

Randomized Complete Block Design (RCBD), we illustrate how 

these designs can enhance the rigor and reliability of RCTs 

outcomes in diverse agricultural contexts. 

Definition of concepts and key features:  

RCTs 

RCTs are a type of experimental design often used in clinical 

and healthcare research. 

It involves randomly assigning participants into either a 

treatment group or a control group, which helps eliminate bias 

and ensure that the differences observed are due to the 

treatment rather than external factors. 

Key feature: Random assignment of individuals to different 

groups (treatment or control) to evaluate the effectiveness of 

interventions. 

CRD 

CRD is an experimental design used in fields like agriculture, 

psychology, or laboratory experiments where subjects or units 

are randomly assigned to treatments [29]. 

In CRD, all experimental units are assigned randomly, 

without any restrictions, to various treatment groups. 

Key feature: Random assignment of units to treatments, but 

it does not account for any other sources of variability, such as 

environmental or blocking factors. 

RCBD 

RCBD is a type of experimental design often used in fields 

like agriculture or engineering. 

In RCBD, subjects (or experimental units) are grouped into 

blocks that are as homogeneous as possible. Then, within each 

block, subjects are randomly assigned to treatment groups. This 

helps control for variability within blocks, leading to more 

accurate results.[30] 

Key feature: Blocking accounts for known variability among 

subjects, and randomization happens within each block. 
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How These Designs Relate to RCTs: 

RCTs generally refer to a broad concept of randomized trials 

but do not dictate the specific design structure. They can use 

CRD or RCBD or any other design as part of the trial design 

depending on the experimental context: 

RCTs with CRD: 

If RCTs are performed using a CRD, participants or 

experimental units are randomly assigned to treatment or control 

groups without considering any blocking or stratification [29] 

This is commonly used when there are no significant 

covariates or subgroups that need to be accounted for. 

RCTs with RCBD: 

In agricultural experiments, RCTs can be conducted using a 

RCBD to account for factors that may introduce variability, such 

as location, soil fertility, or plant age. In this design, experiment 

units (e.g., plots or plants) are grouped into blocks based on 

these characteristics. Within, each block, random assignment is 

used to allocate units to treatment or control groups.  

How These Designs Relate to RCTs in Agricultural 
Extension Evaluation: 

RCTs with CRD: In a village-level program evaluating the 

impact of a new agricultural training method, entire villages could 

be randomly assigned to receive either the new training 

(treatment) or no training (control), without considering 

differences between villages. This would be an RCTs with a CRD 

design. 

RCTs with RCBD: If the program evaluators believe that 

villages located in different geographic regions might experience 

different outcomes based on access to water or land fertility, they 

might first divide the villages into blocks based on region. Within 

each block, villages would be randomly assigned to receive the 

new training or not. This would be an RCTs with an RCBD 

design, controlling for variability in geographic location. 

Therefore, RCTs in agricultural settings are not limited to 

simple control-intervention comparisons but can be structured 

using various designs to address complex research questions 

and improve the validity of the results. For detailed examples 

illustrating how CRD and RCBD are applied within RCTs, please 

refer to Appendix B. 

Sequential Steps in RCTs Design and Implementation 

Figure 1 presents a detailed framework for executing RCTs 

within agricultural extension research, outlining a systematic 

approach for conducting experimental studies. This structured 

process commences with a clear definition of the intervention 

being tested, along with a detailed articulation of the anticipated 

outcomes. This first step is essential to provide a clear focus and 

seek the trial's later stages. 

After determining what the intervention will be, we proceed 

to create it. Therefore, planning entails the development of the 

separate parts of the intervention, such as training programs, 

material provision, or the introduction of new farming methods. 

It's all about considering that these should be carefully tailored 

to our specific requirements. 

The next step is the selection of a topic and a target group. 

It is crucial to accomplish this goal so that the readers can easily 

determine the spot on the map and effectively make up the main 

group of the target audience. Generally, such a choice involves 

a number of factors such as agricultural practices, 

socioeconomic characteristics, and environmental conditions 

that are common in that area. 

When actors are identified, the next step is to carry out 

research to understand the situation in the present. The study 

helps to know an initial state of data and characteristics of the 

target group, which is a reference point against which changes 

will be measured. 

The most critical aspect in the success of the trials is to 

randomly select those who will enter into the treatment group 

and those who will go to the control group. Randomization, this 

being a main component of RCTs methodology, ensures that 

any differences which may be observed during analysis are 

attributed to the intervention and not pre-existing differences. 

The group is allocated, then the intervention is implemented. 

At this point, the planned experimental intervention is done on 

the treatment group while the control group upholds the standard 

intervention or no intervention. After the intervention, a post-

intervention survey will be conducted. This study evaluates the 

immediate effects of the intervention on participants by obtaining 

data on key variables identified as outcome measures at the 

beginning of the study. 

Assessment of adoption rates forms an integral part of post-

intervention analyses. It involves the evaluation of how many 

groups in the treatment group actually start using the new 

practices and techniques introduced by the intervention.  

Now, the last stage involves a detailed analysis of the 

possible effects of the intervention on the control group. This 

analysis, along with comparing the pre- and post-intervention 

data, also evaluates the differences between the treatment and 

control groups to assess the effectiveness of the intervention. 

Getting feedback and evaluations more often plays an 

important part throughout the process. These feedbacks involve 

regular monitoring and evaluation. Ultimately, it helps refine the 

trial methodology by implementing the adjustments and 

modifications to the intervention and trial methodology. The 

flexible nature of RCTs makes these trials trustworthy and highly 

adaptive practices that make sure the results are reliable and 

impactful. Therefore, it can have a great positive impact and help 

make informed decisions for future agricultural extension efforts. 

 
Figure (1): Sequential Steps in an RCT’s Design and 

Implementation. 

Source: Adapted from "Designing and Conducting Randomized 

Controlled Trials (RCTs) for Impact Evaluations of Agricultural 

Development" by [15] (p. 6) 

Critical Arguments Against RCTs 

Along with these positive sides, RCTs have many cons that 

need attention and further improvements to overcome these 

challenges and formulate more adaptable strategies. 

Sometimes, randomization doesn't completely eliminate biases, 

which can affect how we estimate the effects of treatment. 

Therefore, the results are not considered to represent the 
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broader populations, especially when significant heterogeneity 

exists within the sample. The effectiveness of the results 

normally depends on the context, with variations observed 

across different settings and populations. Critics also highlight 

the point that RCTs might just confirm predictable results, like 

the effectiveness of fertilizers on agricultural yields [1]. 

Methodological challenges such as attrition, partial 

compliance, contamination, diffusion, and spillover effects 

further threaten the validity of RCTs findings [17]. Ethical 

considerations, particularly in studies involving disadvantaged 

populations in which not all subjects receive the intervention, 

pose significant concerns [31, 32]. 

[31] contend that RCTs should not be uniquely prioritized for 

causal inference. They suggest that the choice of methodology 

should be guided by the particular research question, the 

existing body of knowledge, and the objectives of the study. 

Designing an RCTs Study 

Formulating the Research Question 

Formulating a research question with population, 

intervention, comparator, outcome, and time (PICOT) elements 

is vital for clarity and specificity. For example, the question "Does 

the new fertilizer enhance crop yield?" can be refined using these 

elements. It is important to define the population (e.g., the crop 

or specific farmer demographic being studied), detail the 

intervention (the new fertilizer's type, application method, and 

frequency), identify the comparator (standard fertilizer or no 

fertilizer), specify the outcome (quantitative measure of crop 

yield increase), and determine the time (duration of the growing 

season or observation period post-fertilizer application). This 

approach ensures that a research question is well-structured and 

facilitates an effective investigation [19] (p. 382). 

Study Objective 

A study's objective should be quantifiable, meaning it can be 

evaluated using statistical methods. Many studies have multiple 

objectives. A common method for addressing this situation 

involves calculating the sample size needed for each objective 

separately. Then, the largest of these figures is chosen as the 

study's minimum required sample size [33]. In [33] (p. 18), the 

researcher proposes calculating the minimum sample size 

based solely on the primary objective of the research. This 

approach is deemed suitable when the primary objective carries 

greater importance than other objectives. 

Clearly defining the target population, randomization 

process, allocation, inclusion and exclusion criteria, treatment 

and control delivery, intervention blinding, outcomes, required 

sample size, consent process, outcome assessment, ethical 

requirements, and data management are the next steps in an 

RCTs after a research question has been developed. These 

aspects of a study must be detailed in a well-structured protocol 

before the trial starts. In this article, we illuminate the essential 

components of designing an RCTs, as discussed in the following 

sections. 

Select Appropriate Statistical Analysis or Methods 

Detailed guidelines for planning RCTs are available in 

literature, and adhering to them is essential. The first step is to 

evaluate if an RCT is the most suitable method for the research 

question. The next stage is to carry out a thorough review of the 

literature to make sure that the topic hasn't already been 

addressed by previous, powerful RCTs. Then, it must be 

confirmed that the study's objectives can be met through 

statistical analysis, and the appropriate statistical methods to 

achieve these objectives are then chosen [33] (p. 23). 

Pre-setting and Defining Power and Error Rates 

Power:  The statistical power of a hypothesis test refers to 

the probability of correctly detecting a true effect when it exists. 

It is influenced by the effect size, with larger effects being easier 

to detect. While increasing the significance level (alpha) can 

enhance power, alpha is typically kept at a conventional level 

(e.g., 0.05) to control for Type I errors (false positives). As a 

result, efforts to reduce Type II errors (false negatives) should 

focus on other strategies, such as increasing sample size, 

refining the experimental design, and ensuring consistency in 

implementation. These methods help boost power without 

altering the fixed Type I error rate. Notably, increasing sample 

size or raising the significance level can both substantially 

reduce the likelihood of a Type II error [21] (p. 46). 

Type I error: When the null hypothesis is incorrectly 

rejected, falsely implying statistical significance because of 

chance or other circumstances, this is known as a Type I error. 

The risk, denoted as alpha (α), is typically set at 5% (0.05), 

meaning there is a 5% chance the results could occur if the null 

hypothesis is true. Results with a p-value lower than α suggest 

significance, while a higher p-value indicates non-significance 

[21] (p. 44).The shaded tail end in Figure 2 signifies alpha. 

Results within this part of the curve are deemed statistically 

significant, leading to the rejection of the null hypothesis. 

 

Figure (2): Null Hypothesis (H0) Distribution 

Source: Russo et al., 2022. 

Type II error: A Type II error occurs when the null 

hypothesis is incorrectly accepted as true, meaning an actual 

effect is overlooked. This frequently occurs when a study lacks 

the statistical power necessary to identify a true effect. 

Acceptable power levels are usually 80% or higher, and as 

statistical power increases, the risk of a Type II error decreases 

[21] (p. 46) 

The Type II error rate (β) is represented by the left-side blue 

area in the statistical distributions depicted in Figure 3. The area 

under the curve, minus this blue section, indicates the statistical 

power (1—β). Enhancing a test's statistical power reduces the 

likelihood of a Type II error [21] (p. 46). 
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Figure (3): Alternate Hypothesis (H1) Distribution. 

Source: Russo et al., 2022. 
 

The significance level, or Type I error rate, affects statistical 

power, that is inversely correlated with the Type II error rate. As 

a result, Type I and Type II errors are connected. Consequently, 

a significant trade-off exists: Type I mistake risk is decreased but 

Type II error risk is increased with a lower significance level. The 

risk of Type II errors is reduced when test power is increased. 

Figure 4 illustrates the trade-off between Type I and also 

Type II errors. Hypothesis distributions overlap, creating an error 

area divided by type. 

 

Figure (4): Error Trade off 

Source: Russo et al., 2022. 

The graph illustrates the trade-off between Type I and also 

Type II errors [21] (p. 47) Hypothesis distributions overlap, 

creating an error area divided into Type I and Type II errors. 

Adjusting the Type I error rate (alpha) indirectly affects the 

Type II error rate (beta); decreasing alpha increases beta and 

vice versa, as shown in Figure 4. 

Neither Type I nor Type II errors are inherently worse than 

the other type, and both carry significant consequences. Type I 

errors can lead to the adoption of ineffective policies or 

treatments and wasted resources. Type II errors risk overlooking 

beneficial new treatments or innovations [21] (p. 47).  

The primary variable that remains to be determined in the 

sample size calculation is the effect size of the study [33] (p. 16). 

Understanding the type of study outcomes is essential to 

calculating effect size. In the ensuing sections, we will first 

explore different outcomes and then delve into definitions and 

methods for calculating effect size. 

Definition and Identification of Outcomes  

Based on [34], “outcomes,” also known as events or 

endpoints, are key variables observed to assess the impact of 

certain interventions or exposures on agricultural practices. 

Typical outcomes in agricultural extension are increases in crop 

performance, better farming practices and economic growth. The 

“primary out-come” is the main variable that discloses on the 

research topic. It usually should be the feature that is the most 

significant for agricultural development of the welfare of the 

farmers. The secondary outcomes are the additional variables 

that are watched just to help understand the variations of the 

primary outcome [34] 

To achieve an accurate review, the result has to be specified 

in quantitative terms.  To illustrate, rather than a general 

objective, an exact yield increase, a rise in crop yield by 15% or 

a particular output magnitude in tons per hectare, should be 

specified. At this point, specifying targets in outline, for example, 

increasing wheat production to 2 from 2. 3 tons per hectare is a 

major factor that determines the accuracy of agricultural 

interventions. 

In agricultural extension research which is about technology 

adoption or other interventions, the type of outcome (whether it 

is a continuous variable like yield improvement or a proportional 

variable like the percentage of farmers who adopt a technology) 

significantly affects how one calculates sample size to ensure 

the study has a sufficient power to find true effects. 

This is because the variability and distribution of different 

types of outcomes can influence the statistical power of a study, 

which dictates the sample size needed to reliably observe an 

effect if one exists. For example, continuous outcomes with high 

variability might require a larger sample size for a specific 

change to be detected. Meanwhile, for proportional outcomes, 

especially if the expected proportion is very low or very high, 

there may be differences in the sample size needed to obtain the 

same degree of statistical precision. 

Effect Size Planning  

Effect Size Definition: According to [35] (p. 4), an effect size 

is a quantitative measure that reflects the magnitude of a 

phenomenon and offers a precise metric of the effect within a 

research context. 

Cohen's Categories for Effect Size: Cohen defined a small 

effect size as 0.20, which is typically considered modest in 

research contexts. A medium effect size, noted as 0.50, reflects 

a more discernible and significant impact. Finally, 0.80 is 

considered a large effect size, which signifies a considerable and 

distinct difference in outcomes, according to [36] and [37] (p. 3). 

Importance of Effect Size for Sample Size Calculation: [38] 

(p. 56) highlights that the anticipated effect size plays a vital role 

in determining a study’s sample size. Whereas a smaller effect 

size necessitates a bigger sample to have the same statistical 

power, a greater effect size permits an effect to be observed with 

a smaller sample. 

Effect Size Calculation by Means: Cohen's d is typically used 

to calculate effect size based on mean differences: 

Formula: d =
(M1−M2)

𝐒𝐃pooled
                   (1) 

M1 and M2: the mean values for two groups. 

SD pooled: the pooled standard deviation for the two groups. 

Formula is √[(𝑆1
2 +  𝑆2

2)/2].                                (2) 

Cohen’s d is a measure addressing the challenge of 

interpreting differences in means by considering variation within 

samples. It is one of the most recognized and widely utilized 

standardized effect sizes [39] and [40] (p. 722). 

Effect Size Calculation Based on Proportions: Cohen's h is 

also used for proportions: 

Formula: h = 2 [arcsine (√𝑝1) – arcsin (√𝑝2)]                     (3) 

p1 and p2: the proportions in each group. 

This formula calculates the standardized difference between 

two proportions. It is useful in studies in which the outcomes are 

expressed as percentages or probabilities. The possible values 

for [h] range from 0 to  [40] (p. 719). 



 

7 
  An-Najah National University, Nablus, Palestine 

Power Calculation Procedures 

Power calculations are crucial for determining adequate 

sample sizes and, in turn, preventing Type II errors, which 

inaccurately conclude a lack of program impact. This process 

involves assessing the effects of non-clustered and clustered 

program designs, identifying key outcome indicators linked to the 

program’s objectives, establishing minimum impact levels 

justifiable by the program’s costs and potential benefits, and 

calculating the baseline mean and variance of these indicators. 

Additionally, appropriate levels of statistical power (typically 0.8 

or 0.9) and significance (commonly 5%) are essential to ensure 

robustness in detecting true effects. All these elements are 

fundamental to tailoring power calculations to specific evaluation 

needs and are supported by standard statistical software [17]. 

In RCTs, selecting the right sample size is crucial for a 

study’s validity and reliability. The sample size must be 

adequately large for unbiased and precise results to be 

achieved. The determination of this optimal size involves specific 

calculations guided by the minimum detectable effect size 

formula. As outlined by [38], this formula is instrumental in 

addressing the query, “If my budget limits me to sampling only x 

households, what is the smallest effect size that can be reliably 

distinguished from no effect at all?” as cited in [2] (p. 255). 

The minimum detectable effect size formula is expressed as 

follows: 

𝐌𝐃𝐄 = (t(1−𝑘) + t∝) √
1

  P(1−P)
 ∗ √[

   σ2

  N 
]               (4) 

In this formula: 

t (1 - k): statistical power 

tα: significance level 

P: proportion of the treatment group within the sample 

ẟ2: variance  

N: sample size 
 

The MDE is conceptualized as either the anticipated effect 

size produced by the intervention or the threshold impact level 

below which the program is deemed ineffective. As detailed by 

[39], this formulation is integral to the design and interpretation 

of RCTs, as cited in [2] (p. 255). 

Specialized software tools such as STATA are utilized to 

compute the sample size. In STATA, the specific command for 

this purpose is `. Power two proportions (pre) (post), m1() m2() 

rho () `, which effectively facilitates the calculation. In Appendix 

C, specifically in Example C1, a detailed calculation sheet is 

provided for practical reference. 

Power Calculation for Clustered Trials: 

The previous section covered power calculations for non-

clustered programs. For programs with benefits assigned at the 

cluster level, the same five principles apply, with an added 

question:  

Intra-cluster Correlation (ρ) 

How variable is the outcome indicator within clusters, or what 

is the intra-cluster correlation (ρ)? High intra-cluster correlation 

requires more clusters for sufficient power. When randomization 

occurs at a cluster level, the intra-cluster correlation (ρ) and the 

 
(1) If n is the sample size required per the formula and d is the 
dropout rate, then the adjusted sample size N1 is calculated as N1 = 
n/(1-d), as explained by [41]. 

average cluster size (m) must be incorporated into the 

denominator of the MDE in the formula. This adjustment is 

crucial for accurate calculations in cluster-level randomization 

scenarios [1]. 

𝐌𝐃𝐄 

√1+ρ(m−1)
= (t(1−𝑘) + t∝) √

1

  P(1−P)
 ∗ √[

   σ2

  N 
]               (5) 

 
Adding clusters vs. Adding individuals: Adding new clusters 

yields more power than adding individuals within existing 

clusters, though it can increase operational costs and complexity 

in data collection and program implementation. 

Complexities in Power Calculations 

Complexities in power calculations arise in practical, real-

world scenarios beyond the basics of randomized assignment 

and complete compliance. For instance, quasi-experimental 

methods such as regression discontinuity, matching, and 

difference-in-differences typically require large sample sizes. In 

cases like regression discontinuity, a substantial sample around 

the eligibility threshold is crucial, and having multiple rounds of 

data can significantly enhance evaluation power. Moreover, 

when assessing varied program modalities or innovative 

approaches, the necessary sample size may differ based on 

specific policy questions. Sometimes, smaller effects are 

acceptable within treatment groups as opposed to comparisons 

between treatment and control groups. In multi-arm evaluations 

or when subgroup differences based on, for example, gender, 

age, or income are evaluated, sample size requirements can 

double, particularly when multiple subgroups are involved. 

Adjusted power calculations are essential in these scenarios to 

ensure sufficient power, and methods like stratified or block 

randomization can enhance power without increasing the 

sample size [17]. 

Resource Allocation for Handling Non-responses 

Adjusting for Anticipated Drop-Out Rates: The required 

sample size should be increased to adjust for an anticipated 

dropout rate of r% in a study. This is done by multiplying the initial 

(unadjusted) sample size by the factor 100/(100 - r), as outlined 

by [41] (p. 330)(1) This formula accounts for potential losses to 

follow-up, ensuring that a study retains sufficient power [37] (p. 

24). To prevent underestimating the sample size, researchers 

must consider potential non-response issues. Researchers 

should think about increasing the number of individuals above 

the minimal sample size by around 20% to 30% to make up for 

non-response problems [33] (p. 20). 

Adjusting Allocation Ratios in Trials: In agricultural extension 

programs, these groups are likely to be equally supported, but 

sometimes certain situations call for uneven ratios. Taking a new 

farming technique that requires a high initial investment or 

specialized training for example. In this case, the intervention 

probably would be delivered to a smaller number of group than 

to the control group. Such an approach balances cost and 

resources and provides an opportunity to assess the impacts of 

this tech on crop yield and farming efficacy. Moreover, utilization 

of more controls than cases can elevate a case-control study's 

power. Sample size adjustment for different allocation ratios is 

derived using known formulas [42, 43] and also with the use of 

certain available software tools. Typically, the allocation ratio is 
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set at 1:1, therefore, each group gets the same number of 

participants. 

Software Tools for Sample Size Calculation in RCTs 

Accurate determination of sample size is paramount in the 

design of Randomized Controlled Trials (RCTs), as it directly 

affects the study's statistical power, validity, and reliability. For 

researchers—especially those new to the field—the selection of 

appropriate software for sample size calculation can be daunting 

due to the myriads of available options and the statistical 

complexities involved. This section highlights widely utilized 

software tools for sample size calculation in agricultural RCTs. 

When choosing software, researchers should consider the 

complexity of their study design, their level of statistical 

expertise, cost considerations, compatibility with existing 

analytical tools, and the availability of support and resources. 

Consulting experienced colleagues or statisticians can provide 

valuable guidance in the selection process. Refer to Appendix D 

for a comprehensive summary of these software options, 

including descriptions, key features, references, and download 

links. By carefully selecting the appropriate tool, researchers can 

ensure precise sample size calculations, thereby enhancing the 

rigor and success of their RCTs in agricultural research. 

Writing a Sample Size Statement 

The following instructions will help you prepare a sample 

size statement. It gives reasons why a particular number of 

subjects or units have been selected and demonstrates how the 

choice complies with the study's aims, power needs, and 

expected effect sizes. Thus, the rigorous planning for adequate 

sample size, which is crucial for the achievement of the 

statistically significant results, is highlighted in this thorough 

explanation, which underlines the importance of the scientific 

findings. 

“The study hypothesized that a new dissemination approach 

significantly outperforms the conventional Training and Visit 

(T&V) method in encouraging the adoption of climate mitigation 

technologies over a one-year follow-up. To test this hypothesis, 

we determined the sample size using a two-sample proportions 

test within a clustered randomized design, employing Pearson's 

chi-squared test. Our estimation of the sample size is based on 

anticipated outcome proportions of 1% in the control group and 

17.1% and 20% in the treatment groups, informed by prior 

research conducted by [44, 45], respectively. To dismiss the null 

hypothesis with 95% confidence and attain 80% power, each 

group requires a minimum of 10 and 8 participants, respectively. 

Accounting for an anticipated 20% dropout rate elevates the 

necessary sample to 12 and 10 participants per group.” This 

sample size statement has been refined and adapted, following 

the guidance outlined by [33] on pages 20 and 21. 

Ethical Consideration 

Interventions with known benefits should not be withheld 

from groups merely to conduct an evaluation [17] (p. 233). The 

careful observance of ethical guidelines is required for all RCTs 

involving trials on humans, animals, or human biological 

components [46]. Assessment of risks and benefits for 

individuals and society, ethical approval, and informed consent 

are crucial. Before an RCT is planned and executed, a careful 

evaluation is needed to determine the ethical appropriateness of 

using randomization to assign participants to intervention groups 

[19] (385). According to [47] (p. 260), informed consent and 

confidentiality are key ethical considerations in human research. 

Informed consent ensures participants' awareness of an 

agreement with the study, while confidentiality safeguards their 

personal data. 

Blinding  

Eliminating bias is crucial. Implementing single-blind or 

double-blind procedures, according to which participants (and 

perhaps the investigators) are unaware of group assignments, 

helps mitigate unconscious bias. However, the nature of some 

RCTs may preclude blinding [19] (p. 383). 

Randomization Process 

In RCTs, data is collected after the optimal sample size has 

been determined. The two-step method involves a baseline 

survey and randomization, which enhances precision but is 

costly and time-consuming. The one-step approach is simpler 

and quicker, but it entails direct randomization without baseline 

comparison, potentially sacrificing precision [1]. 

Level of Randomization: Randomization in research can 

occur at individual or cluster (like villages) levels and may be 

stratified. The choice of the type of randomization depends on 

budget, treatment spillover risks, and objectives, making the 

decision context-specific [18]. According to [19], cluster 

randomization is employed when individual participant 

randomization is impractical. In such scenarios, larger units like 

hospitals, clinics, or geographic areas are allocated as 

intervention or control groups. Field randomization may involve 

a coin toss, while office-based randomization uses software such 

as Stata or R [48]. 

Random Sampling Versus Random Allocation 

The randomization process in an RCTs begins with the 

target population from which a random sample is drawn, 

ensuring external validity (the degree to which the results are 

applicable to a larger population). Those not selected for the 

evaluation sample are excluded from further analysis. Internal 

validity, which refers to the extent to which a study provides a 

causal relationship between an intervention and an observed 

outcome, is upheld by randomly dividing the selected evaluation 

sample into treatment and control groups. This random 

allocation is critical to reduce selection bias and confounding 

variables. 

Random sampling and random allocation are distinct yet 

complementary strategies. Random sampling secures a study's 

relevance to the general population, enhancing the researchers’ 

ability to generalize results. Meanwhile, random allocation 

ensures unbiased comparisons within the study, preserving its 

internal validity. In essence, random sampling extends the 

study's findings to the broader population, while random 

allocation guarantees fairness in testing the intervention's 

efficacy [49, 50]. 

Method for Randomizing Treatment Allocation: 

Randomized treatment assignment is vital for effective 

impact evaluations. It involves several critical steps, as 

described in the following sections. 

Define Eligible Units 

This process involves determining which entities (like an 

individual, a village, etc.) qualify for program participation based 

on specific criteria. Then, the size of the eligible population is 

evaluated and compared with the necessary number of 

observations for a thorough evaluation. If the eligible population 
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is small or exceeds the number needed, power calculations are 

used to ensure the accuracy of the evaluation. 

Select a Representative Sample 

In cases where the eligible population is extensive, a 

representative subset is chosen to effectively manage data 

collection costs and logistical constraints. 

Randomized Assignment of Treatment and 

Comparison Groups.  

For an equal 50-50 split, a coin should be flipped for each 

individual, with heads or tails predefined as indicating 

assignment to the treatment group. Dice rolls can be used to 

allocate precisely one-third of participants to the treatment group 

by assigning individuals to this group if a roll lands on 1 or 2. For 

larger samples, a random number generator or statistical 

software can be employed. It is crucial to establish and adhere 

to clear assignment rules and select participants with the highest 

random numbers for the treatment group. Transparency and 

integrity can be upheld by rigorously documenting the 

methodology and strictly following established rules, thus 

ensuring the randomization process is both transparent and 

verifiable [17] (pp. 77–78). Figure 5 illustrates the methodology 

for assigning participants to treatment and control groups using 

random values generated in an Excel spreadsheet. 

 
Figure (5): Spreadsheet Method for Random Allocation. 
Source: adapted from [17], p. 78 

Intervention Treatment 

This crucial step involves an in-depth elaboration of the 

interventions or treatments to be applied during the study, as well 

as the detailing of the control settings for comparison. It 

encompasses the following components: 

Treatment Description: This involves providing a 

comprehensive account of the interventions, including their 

theoretical basis, the rationale for their selection, and the 

methods of their implementation. This description should cover 

the duration, frequency, and intensity of each treatment to 

ensure replicability and transparency. 

Control Settings: This step should clearly outline the nature 

of the control group settings. This may involve standard practice, 

 
(1) An instrumental variable (IV) can be used to estimate the LATE. 

In this case, the IV is the original random assignment to the 
treatment group. It is correlated with the actual receipt of the 
training (due to random assignment) but is assumed to be 
independent of other factors that could affect crop yields. 

(2) A binary-coded dummy variable is used, taking a value of 1 for 

units assigned to the treatment group and 0 for units assigned to 
the comparison group. 

no intervention, or a placebo treatment, depending on the study's 

design. In order to know how the intervention affected the 

outcome, the control setting must be defined. 

Assessing Group Equivalence (The Balance Test) 

In randomized studies, the balance test examines if the 

treatment and control groups are statistically similar in aspects 

like age, income, and land size. A lack of significant differences 

signifies effective randomization, leading to the formation of two 

comparable groups, as noted by [1] (p. 257). However, uniform 

differences in direction suggest a random assignment failure. 

[51] highlights the value of balance testing and questions the 

sufficiency of individual t-tests. The researcher also advocates 

for a joint orthogonality test using a regression model, [Treat = a 

+ b1*X1 + b2*X2 + ... + b20*X20 + u], and tests the hypothesis 

[b1 = b2 = … = b20 = 0] with an F-test or chi-squared test in 

linear regression or probit models. Accepting the F-test's null 

hypothesis indicates successful balance. [52] argue that 

balancing observed variables implies a likely balance in 

unobserved variables under pure randomization. For additional 

details, refer to Box C1 in Appendix C. 

Treatment Effect Estimation Techniques 

The importance of participant selection rules cannot be 

overstated when selecting impact evaluation methods for social 

programs. Evaluation strategies should emphasize fairness and 

transparency and align closely with a program's operational 

policies. RCTs stand out in this regard, as they offer an equitable 

means of resource distribution and are recognized as the most 

effective method for measuring program impact [17] (pp. 63–64). 

[17] The difference between the outcome with the program 

(Y| P = 1) and without it (Y| P = 0) is the fundamental formula for 

calculating the causal effect (Δ) of a program (P) on an outcome 

(Y). 𝒀𝒊 = 𝜷𝒊𝑻𝒊 + ∑ 𝜸𝒊𝑿𝒊𝒋
𝑱
𝒋=𝟏  is the regression equation used for 

estimation of average treatment effect? Ti is the treatment 

dummy variable (1 if treated, 0 otherwise), βi is the individual 

treatment effect, and xij represents the observed or unobserved 

covariates. [31] discuss the assumption that these covariates 

capture a sufficient set of outcome causes. Additionally, [53] 

notes that difference-in-differences or ANCOVA can be used for 

baseline data to estimate intent to treat (ITT) estimates. 

Assessment Techniques in Non-Compliant Scenarios: 

Discerning imperfect compliance is critical when evaluating an 

RCT’s impact. This circumstance often results in intention-to-

treat estimates. Nevertheless, the local average treatment effect 

can be extracted using an instrumental variable method (IV)(1), 

notably a binary dummy for treatment allocation(2). This method 

employs a two-stage least squares regression(3) to adjust for 

biases due to non-compliance, thereby uncovering the actual 

effect on recipients [17] (p. 162). The choice of regression model 

in the second stage, least squares regression analysis (2SLS), 

depends on the nature and distribution of the outcome variable, 

not on the 2SLS technique. The definitions of IV and 2SLS can 

be found on pages 34 and 35, respectively. 

(3) Two-Stage Regression: A two-stage regression can be 
performed when using the IV. The first stage’s purpose is to 
predict the actual receipt of the training based on the random 
assignment (the IV). In the second stage, the predicted values of 
training receipt are used to estimate the impact on crop yields. 
This method introduces bias by correcting imperfect compliance, 
and the true effect of the training on those who received it can 
be calculated. 
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The application of the 2SLS technique, combined with an IV 

strategy, effectively addresses the challenge of imperfect 

compliance. This approach refines the ITT methodology, 

providing a nuanced estimate of the treatment's impact on 

participants who adhere to their assigned treatment protocol. 

While ANCOVA serves to correct baseline disparities and 

improve the precision of ITT analysis, the integration of 2SLS 

with IV targets resolves issues related to participant non-

compliance. 

Evaluations typically compare outcomes between treatment 

and comparison groups to elucidate program effects. In ideal 

scenarios, they assess the average treatment effect under full 

compliance, by which everyone who is offered the program 

participates. However, real-world settings often exhibit partial 

compliance, leading to voluntary enrollment. Evaluations then 

measure the ITT effect, reflecting the impact of offering a 

program and the treatment-on-the-treated (TOT) effect, focusing 

on actual participants. ITT and TOT align under full compliance 

but differ otherwise, revealing insights into both the overall 

program offerings and specific impacts on participants [17] (pp. 

90–91). 

 

 

 

Interpreting RCTs Results 

When interpreting RCTs in agricultural extension, statistical 

significance (p < 0.05) and practical relevance of outcomes 

should be assessed to ensure a sufficient sample size for 

detecting agriculturally meaningful differences. Small yet 

significant results might lack practical importance, while large, 

non-significant findings suggest an underpowered study. 

Moreover, applicability to real-world farming scenarios should be 

considered, and all evidence, including primary, secondary, and 

safety outcomes, for comprehensive insights should be 

evaluated. Recent issues with non-reproducibility in peer-

reviewed studies emphasize the need for rigorous methodology 

and validation in agricultural research [19] (p. 386). 

Guidelines for Reporting RCTs  

The effective reporting of RCTs requires the CONSORT 

statement guidelines, accessible at www.consort-statement.org, 

to be followed rigorously. This includes prioritizing intention-to-

treat analysis, recognized as the gold standard, over per-

protocol analysis, which tends to overestimate the effects of 

interventions. It is essential to clearly define the trial type 

(superiority, noninferiority, or equivalence). Moreover, the 

detailed reporting of baseline characteristics of the participant 

groups is vital, as is the strict minimization of protocol violations. 

In the realm of primary outcomes, the current trend leans toward 

the comprehensive reporting of effect sizes, complete with 95% 

confidence intervals. Additionally, the provision of exact, two-

sided p-values is crucial for presenting a more nuanced and 

precise understanding of a study’s findings [19] (p. 385). 

An Overview of Potential Challenges and 

Strategies for Mitigation  

Table 1 below presents the significant challenges 

encountered by researchers in the design phase of RCT-based 

studies, along with various mitigation strategies. 

Table (1): Methodological Challenges and Mitigation Measures in RCT-Based Studies.  

Methodological Challenge Mitigation Measures Reference 

Heterogeneous treatment effects: variations in 
the response to a program among different 
recipients within a group, indicating diverse 

outcomes. 

- Consider stratified sampling by subpopulations. 

- Address low-representation subgroups. 

- Ensure a sufficient sample size to make 
meaningful impact estimations within specific 

groups. 

[17] [p. 159) 

Unintended behavioral effects include the 
Hawthorne effect (behavior change under 

observation), John Henry effect (greater effort by 
untreated units), anticipation (behavior change 
in untreated units expecting future treatment), 

and substitution bias (self-sought alternatives by 
non-chosen units). 

- Use additional unaffected comparison groups as 
controls, providing a baseline to isolate and assess 

behavioral changes in the primary comparison 
group to ensure accurate program evaluation. 

- Explicitly test for unintended responses, 
quantifying behavioral effects (e.g., the Hawthorne 

effect, anticipation) to enhance evaluation accuracy. 

- Gather qualitative data to understand behavioral 
changes, ensuring internal validity in evaluation 

results. 

[17] (pp. 160–161) 

Imperfect compliance: occurs due to non-
participation, administrative errors, unintended 
enrollment, non-enforcement of eligibility, and 
selective migration based on treatment status. 

- Utilize intention-to-treat estimates and the 
instrumental variable approach for accurate local 

treatment effect analysis. 

- Adjust for complier proportions. 

- Select suitable instrumental variables based on 
program type. 

- Ensure balanced compliance in the treatment and 
comparison groups. 

-  Be mindful of the method's limitations and specific 
applicability in different scenarios. 

[17] (pp. 161–163) 

 

[11] (pp. 11–12) 
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Methodological Challenge Mitigation Measures Reference 

- Limit random assignment to a few staff, build an 
organizational understanding of its importance, and 

use community-level interventions. 

Spillover effects: unintended positive or 
negative impacts of an intervention on 

nonparticipants, including externalities, social 
interactions, context equilibrium, and general 

equilibrium effects [17] (p. 163) 

Mitigate evaluation spillovers in RCTs and 
knowledge-based programs using community 
interventions, spatial separations, and cluster 
sampling. Apply inverse probability weights for 

precise estimates, expand scope, monitor impacts 
continually, select comparison groups judiciously, 

anticipate spillover mechanisms, utilize quasi-
experimental designs as a backup, and conduct 

extensive data collection. 

Using a placebo control design counteracts partial 
compliance and contamination in experiments by 

comparing placebo and treatment groups to 
accurately isolate the intervention's effect. 

[11] (pp. 11–12) 

 

[15] (p. 7) 

 

[1] (p. 261) 

Attrition bias: It occurs in evaluations when 
participants drop out over time and affects 

sample representation and balance between 
treatment and comparison groups, 

compromising both the external and internal 
validity of the study. 

To assess attrition in follow-up surveys, first, 
baseline characteristics of remaining and dropped-
out units should be compared for similarity. Then, 

evaluate whether attrition rates are similar in 
treatment and comparison groups. If significant 

differences arise, employ statistical corrections like 
inverse probability weighting to align follow-up data 

with the initial baseline. 

[33] suggests over-recruiting by 20–30% to counter 
potential attrition or non-responses. [54] effectively 

employed a probit model and treatment effect 
bounds estimation. 

[17] (pp. 169–170) 

 

[33] (p. 20) 

 

[54] (p. 14) 

 

[1] (p. 261) 

Timing and persistence of effects: It refers to 
how quickly and how long the impacts of a 

program last. This includes the time needed for 
administrative setup, behavioral changes, and 

institutional adjustments. The persistence aspect 
considers whether these changes continue after 

the program ends. 

When designing evaluations, it is crucial to 
realistically assess how long it will take for a 

program to reach its full effectiveness. This often 
requires multiple follow-up surveys to be conducted 

over time, including after the program has 
concluded, to accurately gauge the program's long-

term impact and the durability of its effects. 

[17] (p. 171) 

Unreported effect sizes and novel inquiries in 
emerging fields, coupled with Hayes and 

Bennett's (1999) observation of the tendency to 
overestimate effect sizes, pose significant 
challenges in determining sample sizes for 

RCTs. 

[33] (p. 19) recommends estimating effect size from 
recent or pilot studies or secondary data, noting the 
latter's limitations for new interventions. [55] (p. 6) 
suggests overcoming the shortage of ICC data by 

reviewing the literature, consulting experts, 
promoting future ICC reporting, and analyzing 

secondary data, as outlined in Appendix Table 3. 
They also propose using sensitivity analyses with 

various ICC values in new studies. [33] (p. 21) 
advises using conservative effect size estimates 

from the literature, incorporating sensitivity analyses 
in power calculations, and increasing sample sizes 

to account for potential dropouts and 
noncompliance. 

[33] (pp. 19–21) 

 

[55] (p. 6) 

Choosing a limited number of focused tests 
instead of a broad array. 

Challenging experimental designs limit the number 
of testable options; practitioners often aim to test 
many, which is impractical. Treatments require 

uniform implementation for comparability, 
necessitating precise manuals for extension 

services, agencies, and NGOs to ensure consistent 
messaging to farmers and households. 

[15] (p. 7) 

Ethical challenges: Ethical issues in RCT-
based evaluations primarily arise from the need 

to justify why certain participants are denied 
access to services. All RCTs involving 

experiments on animals, humans, or human 
biological materials must adhere strictly to 

ethical principles [17, 46]. 

Randomized allocation is fair but indifferent to 
participants’ needs. When resources are limited, it 

can be more ethical than first-come-first-serve 
methods. Gradual rollouts and time-delayed 

implementations lessen ethical concerns, and 
providing extra value to the control group addresses 

service denial issues. Monitoring effects for early 
study termination minimizes delays but increases 

the risk of false positives. 

[11] (p. 5) 

 

Addressing the generalizability issue: 
Generalizability is a common challenge in 
impact evaluations focusing on specific 

interventions in particular contexts. 

Randomized evaluations impartially estimate 
intervention effectiveness. Conducting them in 

varied or new environments broadens their 
relevance. Understanding the intervention theory 

[16] 
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Methodological Challenge Mitigation Measures Reference 

and local specifics enhances replication and informs 
policy decisions. 

Insufficient technical expertise: Development 
organizations often lack impact evaluation 

expertise, leading to misunderstandings about 
an RCT’s design, random assignment, and 

program impact, resulting in evaluation planning 
issues. 

Effective capacity gap management requires early, 
clear communication. Evaluators should educate 

staff on RCTs and evaluation principles, guide self-
reflection on program goals, and ensure stakeholder 

involvement in design decisions, thereby avoiding 
expedited processes that bypass crucial insights. 

[11] (pp. 6–7) 

Equivalence in groups and statistical power: 
Community interventions often face small 

sample sizes, increasing the risk of chance 
correlations due to contextual variability and 

making it hard to discern true treatment impact 
from other influences. 

Collecting baseline data and using optimal matching 
enhance statistical power and reduce bias. 

Focusing on outcome rate changes rather than 
absolute levels offers a clearer intervention impact, 

while randomization inference tests assess 
treatment effects within specific samples, minimizing 

sampling variability. 

[11] (pp. 10–11) 

Program fidelity: In a multi-site agricultural 
program, varying regional implementation 

intensities due to local factors can impact the 
observed treatment effects. 

Fidelity and implementation measures address 
treatment variation [11] (p. 12–13). 

By addressing treatment variation, these measures 
aim to determine how differences in an 

intervention’s implementation may affect the 
outcomes. 

[11] (p. 12–13) 

Understanding program mechanisms (black 
box issue): RCTs can show whether a program 
works and its impact but might not reveal how or 

why it works. 

Program evaluation necessitates an understanding 
of the theory of action (i.e., how inputs yield 

outcomes). Documenting, observing, and measuring 
implementation and participant reactions clarify 
RCTs effects. Moreover, qualitative data offers 

insights into participant views and impacts. 

[11] (pp. 12–13) 

Eagerness to innovate: Enthusiasm for new 
ideas can complicate results interpretation, as 
mid-evaluation changes and multiple partners 

can obscure the sources of impact. 

It is crucial to establish consistent and clear 
communication channels, rigorously look for any 

deviations from the planned protocol, and 
meticulously document all alterations to ensure 

transparency and clarity in the study's methodology 
and results. 

[11] (pp. 13–14) 

Managing external intervention interference 
in RCTs: RCTs in multi-organization settings 
face challenges from interventions influencing 

control areas and potentially confounding 
results. 

Conduct environmental scanning of ongoing and 
planned interventions to inform RCTs design, 

establish continuous monitoring and documentation 
systems, and spread-out interventions across 

different geographic areas to reduce external impact 
on study outcomes. 

[11] (p. 14) 

The risk of overestimating intervention 
effectiveness due to unadjusted standard 

errors in cluster-sampled designs 

Neglecting to adjust standard errors in cluster-
sampled designs can inflate statistical power 

estimates. This may lead to erroneous conclusions 
about an intervention's effectiveness and the false 
attribution of success when it may not be effective. 

[15] (p. 7) 

Identifying subgroup impacts beyond 
average effects. 

RCTs provide unbiased average effects of 
interventions. However, when policymakers need 

effectiveness data for specific subgroups, especially 
in equity-focused projects [15] (p. 7), it is crucial to 
have adequate subgroup samples and use suitable 

statistical techniques. 

[15] (p. 7) 

Matching techniques for hub variability Assess and group hubs based on various factors 
and conditions to minimize variability within 

treatment groups. 

[11] (p. 5) 

Source: This summary is derived from a range of references listed in the final column of the table.

Summary of Relevant RCTs Studies in 

Agricultural Settings  

The agricultural extension literature features various studies 

utilizing RCTs across diverse technologies and interventions. 

Table 2 presents 21 selected cases of RCTs from esteemed 

journals, illustrating the broad applications of this methodology. 

While these cases provide valuable insights, they represent only 

a portion of the broader application of RCTs in the field of 

agricultural extension research. The RCT-based studies show 

that they play a crucial role in evaluating impacts and informing 

policy development. 

The agricultural extension literature includes various studies 

that employ RCTs across a wide range of technologies and 

interventions. Table 2 presents 21 selected cases from 

esteemed journals, demonstrating the diverse applications of 

this methodology. These cases offer valuable insights but 

represent only a fraction of the broader use of RCTs in 

agricultural extension research. RCT-based studies play a 

crucial role in evaluating impacts and informing policy 

development. 

  



 

13 
  An-Najah National University, Nablus, Palestine 

Table (2): Key Studies on the Use of RCTs in Agricultural Development 

Category Subject of the Study References 

(1). Technological 

Innovations 

Impact of the Avaaj Otalo (AO) mobile phone-based agricultural 

assistance service and in-person extension sessions on smallholder 

cotton farmers in Gujarat, India, focusing on information sources, 

agricultural knowledge, input adoption, productivity, and profitability. 

[56] 

Impact of ICT-mediated agricultural advice, including video instructions, 

IVR services, and SMS reminders, on maize cultivation practices and 

yields among farm households in eastern Uganda. 

[57] 

Impact of the MahindiMaster app on farmers' beliefs about agricultural 

input returns and their resource allocation in Western Kenya, with a focus 

on lime usage and soil pH levels. 

[58] 

(2). Farmer Education & 

Knowledge Transfer 

Impact of different types of extension training on the adoption of a 

biofortified bean variety (KK15) among smallholder farmers in Western 

Kenya. 

[13] 

Effectiveness of different knowledge-transfer interventions on improving 

equid health knowledge among rural Ethiopian donkey owners, focusing 

on wound management. 

[20] 

Impact of Farmer Field Schools (FFS) or similar agricultural extension 

programs on rice production practices, including fertilizer use, crop yields, 

income, and knowledge acquisition, among farmers in China. The study 

also examines how impacts vary by gender and age. 

[26] 

Impact of enhanced training for development agents (DAs) and the use of 

demonstration trials/field days on the adoption of a new wheat variety, 

yields, and chemical input use among smallholder wheat farmers in 

Ethiopia. 

[54] 

Impact of video documentaries (VDD) and radio listening clubs (RLCs) on 

the awareness, uptake of Brady-rhizobium inoculants, use of improved 

legume seeds, and legume yields among smallholder farm households in 

northern Ghana. 

[59] 

Impact of a 12-week home garden-based intervention on vegetable 

consumption, self-efficacy, preferences, knowledge, and anthropometric 

measurements among healthy Malaysian children aged nine to 12 living 

in low-cost housing flats in Kuala Lumpur. 

[60] 

 

Impact of farmer field school (FFS) training on urban and peri-urban 

vegetable producers' knowledge, practices, and awareness of integrated 

pest management (IPM) and pesticide use in Cotonou, Benin 

[61] 

(3). Digital vs 

Traditional Extension 

Methods 

Impact of the Digital Green system versus traditional agricultural 

extension services on the adoption of agricultural practices among 

farmers in 16 villages in India. 

[62] 

Effectiveness of different knowledge-dissemination techniques—namely 

diagrammatic handouts, village meetings, videos, and their 

combinations—in enhancing mastitis knowledge among Tanzanian 

smallholder dairy farmers. 

[45] 

Impact of digital extension services, specifically site-specific nutrient 

management recommendations, on maize farmers' fertilizer use, yields, 

and income in northern Nigeria. 

[63] 

(4). Crop and Livestock 

Management 

Impacts of diverse training on barley adoption, agricultural practices, 

livelihoods, and gender empowerment among small ruminant farmers in 

Tunisia. 

[44] 

Impact of aquaculture training on small-scale pond farmers in Ghana's six 

principal tilapia-producing regions, focusing on productivity, income, and 

adoption of improved practices. 

[64] 

Impact of "farmer-to-farmer" extension activities and additional video 

interventions on the adoption and knowledge of Integrated Soil Fertility 

Management (ISFM) practices among smallholders in Ethiopia. 

[65] 
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(5). Economic and 

Social Interventions 

Impact of conventional subsidies versus agglomeration payments on the 

adoption of conservation agriculture (CA) practices among farmers in the 

Shire River Basin in southern Malawi. 

[66] 

Impact of agricultural, nutrition, and marketing training sessions on the 

adoption of the black bean variety KK15 and communication networks 

among smallholder farmers in rural Kenya. 

[67] 

Impact of various interventions—including conditional cash transfers, 

vocational training, business grants, and weather index insurance—on 

the ability of agricultural households in developing countries to cope with 

and adapt to agricultural risks and shocks, focusing on income 

diversification, risk management strategies, and investment behaviors. 

[68] 

(5). Economic and Social 

Interventions 

Impact of providing soil-specific fertilizer information and input vouchers 

on fertilizer use, maize yields, and agricultural investment among 

smallholder farmers in Morogoro Rural, Tanzania. 

[69] 

Impact of gender empowerment workshops on promoting shared 

responsibilities and enhancing women's roles in coffee-producing 

communities in Honduras. It measures outcomes in gender equity, 

leadership roles, decision-making authority, and satisfaction with leisure 

time. 

[70] 

Note: This table was put together by the author based on a thorough review of the literature. It highlights key studies using RCTs in agricultural development. 

For more detailed information on each study, please refer to the listed references. 

Conclusion 

Even though RCTs are a source of strong evidence in 

agricultural extension programs, their design and 

implementation demand careful consideration. Understanding 

the essential concepts, appropriate design, and inherent 

limitations of RCTs is vital, and agricultural professionals and 

researchers should be well-versed in these aspects before 

implementing RCTs. Adherence to rigorous protocols is 

necessary both in the application of RCTs and in the effective 

utilization of their results. 

Owing to the growing use of cluster randomized trials in 

agricultural extension, it is crucial to focus on producing 

academic reports that are informative and aid in effectively 

interpreting such trials. This would ensure their practical and 

theoretical utility in the field. 

This guide streamlines the process of designing and 

implementing RCT-based studies for agricultural extension 

professionals and researchers. It equips them with the tools 

needed to conduct methodologically robust RCTs studies, 

thereby significantly enhancing the quality and effectiveness of 

ongoing impact evaluation efforts in the field. Reading this guide 

will help understand the process's intricacy and RCTs study 

quality. This will improve how knowledge synthesis is included in 

the creation of policies and decision-making processes. 

The outcomes of RCT-based studies in agricultural 

extension are pivotal in enhancing both the outreach and cost-

efficiency of extension programs. If these findings are leveraged, 

extension services can be optimized to better serve the most 

underprivileged farmers, which would significantly improve their 

agricultural practices, livelihoods, and overall quality of life. 

These findings promise immediate benefits for farmers and long-

term, sustainable growth and development in rural communities. 

Therefore, researchers need to increasingly utilize RCTs in the 

evaluation of agricultural extension services to further these 

gains and ensure the efficacy and impact of future interventions. 

Declarations 

Ethics approval and consent to participate 

Not applicable. 

Consent for publication 

Not applicable 

Author’s contribution 

The first author, A.A., was responsible for the conception, 

design, and drafting of the manuscript. The co-authors, A.M. and 

H.B., reviewed the draft and provided valuable comments and 

suggestions. All authors have read and approved the final 

version of the manuscript. 

Availability of data and materials  

The article itself contains the facts that back up the 

conclusions of this investigation. On request, further information 

may be given. 

Funding 

No funding has been received for this work.  

Conflicts of Interest:  

Regarding the release of this work, the authors affirm that 

they have no conflicts of interest. 

Acknowledgements  

The authors are grateful to the two anonymous reviewers 

for their valuable feedback, insightful suggestions, and 

constructive comments, which have significantly improved the 

quality and clarity of this manuscript. 

Key concepts 

Bias and Validity Issues 

Attrition: Loss of subjects leading to skewed impact 

estimates [16]. 

Selection Bias: Participation factors influencing outcomes, 

affecting estimated impact [17] (p. 59), differences due to pre-

existing variations [16] (p. 55). 

Confounding Factors: Variables influencing the outcome 

[16]. 
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External Validity: Sample representing the broader 

population [17] (p. 73). 

Internal Validity: Isolating the program's impact from 

confounding factors [17] (p. 71). 

Evaluation Methods 

Impact Evaluations: Determining the program's causal effect 

[17] (pp. 7–8). 

Intention to Treat (ITT): Analyzing participants based on 

original group allocation [47] (p. 259). 

Efficacy vs. Effectiveness Studies: Testing optimal 

conditions vs. real-world operation [17] (p. 11). 

Analysis Techniques: 

Cost-Benefit & Cost-Effectiveness Analysis: Comparing 

benefits vs. costs and expenses of multiple programs [17] (p. 

18). 

Counterfactual: Hypothetical outcome without the 

program [17] (p. 49). 

Difference-in-Differences: Measuring outcome changes over 

time [17] (p. 130). 

Instrumental Variable (IV): Estimating causal effects with 

confounding variables  [71],[72]. 

Two-Stage Least Squares (2SLS): Extending OLS 

methodology for structural equation analysis [73]. 

Power Calculation: Detecting effect size within a narrow 

confidence interval [74] (p. 2). 

Design and Sampling 

Contamination: Control group influenced by the intervention 

[16] (p. 52). 

Spillovers: Comparison group's results influenced by the 

treatment group [17] (p. 79). 

Intracluster Correlation Coefficient (ICC): Outcome similarity 

within clusters [18, 54, 75-77]. (pp.68-70) 

Matching: Creating an optimal comparison group using 

statistical methods [17] (p. 143). 

Randomized Assignment: Ensuring equal chance of 

selection for the intervention [17] (pp. 64–68). 

Sample: Accurately representing both study and target 

populations [78] (p. 143). 

Conceptual Frameworks 

Results Chain: Sequence from inputs to outputs enhancing 

outcomes [17, 79] (p. 34). 

Theory of Change: Explaining the causal rationale and 

methods for achieving goals [17] (p. 32). 

Unobservable Characteristics: Traits leading to selection 

bias [16]. 
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